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I. OBJECTIVES

The overall objective of the project was to improve the analysis and interpretation of
shock wave data gathered in the past or in the future to monitor agreed limitations on
underground nuclear testing. Specific objectives were to explore the effects of the ambient
geologic medium on yield estimates made using shock wave methods; to investigate the
effects of different test geometries; and to explore the possibility of using shock wave
methods to monitor limitations well below the current yield limit of 150 kt.

II. ACHIEVEMENTS

The overall and specific objectives of this project have been achieved. In particular:

(1) We refined and fully analyzed a simple analytical model for shock-wave propagation in
homogeneous media proposed earlier by one of the investigators (FKL) to understand the
uscfulness of the model in exploring the sensitivity of shock-front radius vs. time (RVT)
relationships to variations in the properties of ambient geologic media. As part of our
evaluation, we used the model to estimate the yield of six underground nuclear explosions,
using unclassified radius vs. time data, as well as numerical simulations of explosions in
two different media. (The RVT data from the six actual explosions represent all currently
available unclassified data applicable to studies in the hydrodynamic region.) When we
used the best piccewise-continuous representation of Hugoniot data available in the open
literature, we found that the analytical model gave yield estimates accurate to eight percent

or better for all cases studied.

(2) In order to exploit capabilities offered by the analytical model for carrying out simple
sensitivity and error analyses, we collected Hugoniot data from the open literature for a
wide range of geologic media believed to be characteristic of U.S. and (former) Soviet test
sites.

(3) Using the analytical model, we carried out a two-part study of the insensitive interval.
This interval. which was discovered empirically in studies of U.S. test data, is a portion of
the hydrodynamic region for which the shock-front radius vs. time relationship is relatively
insensitive to the properties of geologic media, yet still sensitive to the yield. Using a first-
order approximation to the crossing point predicted by the analytical model for the radius
vs. time curves for two different media, we first demonstrated that the existence of an
insensitive interval is related to the existence of a simple power-law correlation between
the parameters describing the Hugoniot in the linear (high-pressure) region for silicates and,
similarly, for carbonates (These two classes are representative of media encountered in the
majority of U.S. underground tests.) Next, without making any approximations, we used
the analytical model together with a simple representation of experimental uncertainties

to study further the characteristics of the insensitive interval and to map its location




for silicate and carbonate ambient media. These latter studies are illustrative of the
results one would expect from a full error and uncertainty analysis of hydrodynamic yield
determination. To carry out a full analysis one must have detailed knowledge of the
experimental apparatus employed to gather data in the hydrodynamic region (currently
unavailable in the open literature) and of uncertainties in parameters characterizing the
ambient medium. The product of such an analysis would be an optimal set of weights to
be assigned to experimental data throughout the hydrodynamic region; the most heavily
weighted region would correspond to the insensitive interval.

(4) Essentially all models—empirical, numerical, or otherwise—used to reduce data taken
in the hydrodynamic region assume cube-root-of-yield scaling, yet previous theoretical
studies of this scaling are incomplete and, in some cases, are in error. Accordingly, we
carried out a rigorous examination of the conditions necessary for cube-root scaling to
obtain in the hydrodynamic region. We find that the initial value data (source data) must
also scale if cube-root scaling is to be exact.

(5) We modified an existing one-dimensional, state-of-the-art hydrodynamic code (Zeus)
at the UIUC National Center for Supercomputing Applications (NCSA) in two important
ways: (i) the code was modified to accept tabular representations of the equation-of-state
of source and ambient media, and (ii) the code was changed to explicitly conserve total
energy. The resultant code permits distinct equation-of-state choices to be made for the
source and ambient medium and is optimized to run efficiently in a vector processing mode.
The modified code was carcfully checked against the analytic Scdov-Taylor blast wave
solution, which is asymptotically correct for explosions in an ideal gas medium. Finally.
we used the modified one-dimensional code to simulate a set of underground explosions
in order to study *he dependence of hydrodynamic yield estimates on the mass, size, and
composition of the source. These simulations were carried out for two different ambient

media and three different source equations of state.

(6) We developed a modified version of the state-of-the-art, two-dimensional Zeus code
at NCSA. The changes and characteristics of Zeus-2D-Mod are similar to Zeus-1D-Mod
described just above. Zeus-2D-Mod can be utilized to simulate two-dimensional source

and/or ambient medium cffects, such as cylindrical sources and layered media.
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YIELD ESTIMATION USING SHOCK WAVE METHODS

Feederick K Lamb', Bruce W

Callen, and Jerenuah D Sullivan

Department of Physics and Program in Arms Control, Disarmament, and International Secanin
University of Hlhnos at Urbana-Champaign. Urbana. lihnois 61801

Abstract The yields of underground nuclear explosions can be es-
timated using shock wave methods These methnids make use of the
fact that the strength of the expanding shock wave produced by an
underground axplosion increases with the yieid We first Jiscuss the
basis of shock wave yield estimation methods. :ncluding the proper-
ties of shock waves tn ¢« =k, the evolution of the shock waves produced
by underground nuclear explosions, and the dependence of the evo-
lution on the properties of the ambient medium We then describe
several techniques that have been developed in the United States
to measure the shock front position as a function of ime_ inciuding
the so-called CORRTEX technique. Finally, we ronsider severai of
the algorithms that have been used to derive yield estimates {rom
measurements of the shock front position as a function of ime the
application of these algorithms to low-yield explosions and the ex-
pected accuracy of shock wave methods

1. Iatroduction

Shock wave methods have long been used to estimate the yvields
of nuclear explosions, both in the atmosphere (see. for example, Se-
dov {1946, 1959} and Taylor {1950a. 1950b]) and underground {see.
for example, Johnson, Higgins, and Violet {1959]; Nuckolls {1959),
Butkovich [1965]) Shock wave methods were introduced as a treaty-
monitoring tool in the onginal 1976 Protocol of the Praceful Nu-
clear Explosions Treaty (PNET). which explicitly established such
methods as among those that could be used to monitor the yield of
any salvo of underground explosions with a planned aggregate yield
greater than [50 kilotons (kt) {U. S Arms Control and Disarmament
Agency, 1990a]. ‘Lhe United States and the Soviet Union have re-
cently ratified new verification protocols for boti the PNET and
the Threshold Test Ban Treaty (TTBT) that allow the use of shock
wave yield estimation metheds for explosions having a planned yield
greater than 50 kt (the texts of these protocols may be found in U S
Arms Control and Disarmament Agency [1990b})

In this article, we review shock wave yield estimation methods and
their application to nuclear test monitoring. Such methods make
use of the fact that the strength of the shock wave produced by an
underground nuclear explosion increases with the yield of the explo-
sion, other things being equal. As a result. the speed of the shock
front and the particle speed and pressure just behind 1t are greater
at a given radius for explosions of greater yield. The yield of the

! Alsn, Department of Astronomy

Cxplosion Source Phenomenology
Geophynical Monograph 65
Capynght 1991 Amencan Geophysical Un.on

exploston can therefore be estimated by comparing measurements of
these quantities with a model of the evolution of the shock wave in
the ambient geologic medium. Although in principle the yield can
he estumated from measurements of the post-shock particle speed or
pressure, in practice constructing and emplacms transducers to mea-
sure these quantities and obtaining reliable measurements has proved
difficult  For this reason, U. S. efforts to develop shock w- - vield
estimation methods have for the past 15 years emphasized tect,  yues
for sensing the posttion of the shock front as a function of time and
for analyzing such position measurements to obtain a yield estimate
Hence, in the present review w: focus primarily on this approach
We begin in §2 by summarizing some of the relevant properties of
shock waves in rock and reviewing the phases of an underground nu-
clear explosion. We then introduce a simplified modei and use it to
illustrate how the shock wave produced by a spherically-symmetric
point explosion would evolve Finally, we discuss the more complex
evolution of the shock waves produced by actual underground nu-
clear tests. [n §3 we explain the CORRTEX technique cuctently used
by the United States to measure the position of the shock front as
a function of time. In §4 we describe several of the algorithms that
have been used to derive yield estimates from shock front position
measurements, the application of these algorithms to low-yield explo-
sions, and the expected accuracy of shock wave methods. Qur con-
clusions are summarized in §6. For a discussion of the implications
of using shock wave methods to monitor present and possible future
limitations on underground nuclear testing, see Lamb [1988].

2 Shock Waves from Underground Nuclear Explosions

In this section, we summatize briefly the general properties of shock
waves in rock, describe the phases of an underground nuclear explo-
sion, and discuss the evolution of the spherical shock wave produced
by a point explosion in a uniform solid medium. Finally, we describe
the sometimes quite complex shock waves in rock produced by actual
nuclear tests

Shock Waves in Rock

Shock waves in rock behave differently from shock waves in air.
primarily because the atoms in rock are close together and interact
sttongly (see Zel'dovich and Raizer (1967], pp. 685-705). that is, the
equation of state is fundamentally different

Elastic and plastic waves.—The strength of a shock wave can be
characterized by the peak pressure that it produces Weak shock
waves and acoustic waves in rock propagate at a constant speed.
the so-called elastic wave speed (see Zel'dovich and Raizer {1967}

pp 741-746)
Ko+ 4Go 12
= T - th
0
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74 YIELD ESTIMATION USING SHOCK WAVE METHODS

Here Ky and Gg are the bulk and shear moduli. respectively, of the
rock in its standard state, and pg 1s the mass density. The speed ¢,
is also someuimes called the longitudinal sound speed For granite,
Ko = 36 GPa and Gy = 32 (;Pa [Holzer, 1965] giving ¢/ = 5 5kms~!
for po = 265Mgm=3.

Shock waves that are strong enough to produce a peak radial stress
p. greater than the critical shear stress p.,, of the rock cause the
rock to become plastic (for granite, per. 1s about 4 GPa for high
strain rates [Holzer, 1965)). Such waves are called plastic waves. The
speed of a plastic wave increases with its strength The weakest such
waves propagate at the low-pressure plastic wave speed [Zel'dovich

and Raizer, 1967, pp. 741 746]

. \1J2
co = (5‘—") . )
Po

which is determined by the compressibility of the rock in 1ts standard
state. The speed ¢q i1s also sometimes called the bulk sound speed.
Since only the bulk modulus contributes to ¢, 1t is necessarily less
than ¢,. For solid granite, ¢o = 4kms~!

If a plastic shock wave is strong enough that thie shear strength of
the rock can be neglected, it is called a Aydrodynamic shock wave. If,
further, a shock wave ia so strong that the speed of the wave front
is much greater than the acoustic wave speed in the undisturbed
rock, the pressure behind the wave front 1s predominantly thermal
pressure, and the ratio of the density just behind the wave front to
the density just ahead of the front is close to its limiting value, it is
called a strong shock wave (see Zel'dovich and Raizer [1967), pp. 685-
705). As discussed below, shock waves in hard rocks such as granite
are strong only when the peak pressure p; is 2 1 TPa.

Shock compression.—The equation of state of a rock may be writ-
ten as a relation between the pressure p, the specific volume V = 1/p,
and the specific internal energy ¢. Before the shock front arrives, the
rock is at rest with specific volume Vj, specific internal energy <o,
and pressure pg. As the shock front arrives, the pressure rises rapidly
and the rock is severely compressed. We denote e specific volume,
specific internal energy, and pressure just after the shock front has
passed by V|, ¢,, and p, respectively. The changes in these thermo-
dynamic variables occur over such a small distance that the shock
front often may be approximated as a mathematical discontinuity.
Henceforth we shall assume, unless otherwise stated, that the shock
wave is strong encugh that it is hydrodynamic.

The curve on the equation of state surface p = p(V, ¢) that is rel-
evant for determining the thermodynamic state of rock subjected to
shock compression may be seen as follows. Although the shock wave
produced by an underground nuclear explosion evolves with time,
the time scale of this evolution is much longer than the time required
for the shock front to pass through a given fluid element. Thus,
the change in the thermodynamic state of a given element as the
shock front passes through it may be found by considering a steady
shock wave with the instantaneous speed of the actual shock wave
In the frame in which the unshocked material 1s at rest, conservation
of mass, momentum, and energy across the front of a steady shock
wave give {see Zel'dovich and Raizer [1967), pp. 45-50 and 705-710)

u

’|—(o:%(P0+P|)(V0—V\):%"f‘*(;:;[)l)- (3

where 1) and u, are, respectively, the speed of the shock front and

the particle speed just behind the shock front When combined with

the equation of state ¢ = ¢(p. V'), equation (3) gives the pressure just

behind the shock front in terms of the specific volume just behind the

front and the pressure and specific volume just ahead of the front.
that is,

pi = puiVi.po. Vo) (4)

This relation s called the /fugoniot [t 1s not the thermodvnamc
path followed by a fluid element during shock compression. bt rather
the locus of all final states (p. ! j that can be reached by shock com
pression from a given initial state (p,.i4,) The final thermodynannec
state depends on the strength of the shock wave ’

By analogy with the equation that relates the pressure of a Aud
after adiabatic compression Lo the specific volume after compressi .
and the pressure and specific volume Lefore compression, relation 1 1)
1s sometimes called the “shock adiabat™ However, the “shock adia
bat” 1s not an isentrope, since shock cornpression of a flurd increases
its entropy (the stronger the shock wave, the greater the increase in
the entropy). Thus, the Hugoniot curve crosses isentropes, as shown
in Figure 1. The final pressure p; produced by shock compression 1s
a function of two parameters, such as pg and V;. as well as the final
specific volume V), whereas the pressure p along an i1sentrope 1s a
function only of the specific volume and the entropy (see Zel'dovich
and Raizer [1967], pp. 49-50 and 705-710)

The Hugoniot may also be expressed as a relation between D and
u,, that is

D = D(u,) (5)

To see that this implies a relation of the form (4). note that in the
frame in which the undisturbed rock is at rest conservation of mo
mentum across the front of a hydrodynamic shock wave implies

P1 — po = poDuy . (6)

Using relation (5), D can be eliminated from equation (6) in favor
of uy, pi, po, and Vy. The post-shock particle speed u, can then
be eliminated from equation (3), giving a relation of the form (1)
Figure 2 shows a Hugoniot for solid quartz expressed in this way The
step in the curve at u; =~ 2kms~! reflects a phase transformation that
occurs at about 40 GPa. Hugoniots for granite are generally similar
to this quartz Hugoniot, although they differ in detail In general
the Hugoniot of rock in the field depends on the bulk density, grain
density, chemical composition, fracture pattern, porosity, and water

Prcssure

Yo

Specific Volume

Fig 1 Hugomot (labeled ) for a hypothetical non-porous materiai
untially in the state (pg. Vo) {dot) and several isentropes (labeled by
thewr entropies 5y < Sy < $3) for the same matenal Al final states (p
V1) that can be reached via shock compression from (pg. Vo) lie along
# The stronger the shock wave. the smaller the final specific volume
and the higher the final pressure I'he Hugoniot crosses isentropes of
increasing entropy as the final specific volume decreases. showing that
the entropy of the final state increases with the strength of the shock
wave The vertical dashed line 1ndicates the imiting specific volume
for a strong shock wave 1n this material




40 T T
30 -
-
g
2 204 .
x
v
-
2
& 10 -
0! —l L
0 10 20 30
Post-shock parucle speed (km s-1)
Fig 2 Relauon between shock speed D and particle speed u; just

behind the shock front for solid quartz The curve 1s a piecewise-linear
approximation by Lamb (Callen and Sullivan [1990] to Hugoniot data
compiled by King et al [19%9] from Al'tshuier et al {1977], Chung and
Simmons [1969]. McQueen. Fritz. and Hopson {1977}, Wackerle [1962].
and Ragan {19%4]
large u,  [he step in the curve at uy = 2 km s~
transformation that oceurs at about 40 i Pa

Note the approximate linearity of the Hugoniot at
! reflects a phase

content. and may differ from the Hugoniots of the small samples that
can be tested in laboratories

For some rocks, the Hugoniot at high particle speeds (high pres-
sutes) may be adequately represented by a hinear relation of the form
(see Zel'dovich and Rawzer [1967], pp. 705-710)

D = A+ Bu, . (7)
for some constants A and B As shown below, the ambient pressure
po s negligible compared to p. for all depths and times of interest

here Relation (7) then implies that

AV - 1)

(8)

PH = 81y v"l [ng - ;“]2

(see Zel'dovich and Raizer [1967], pp. 705-710). Table | lists values
of A, B. and p, for granite and wet tufl that were derived by fitting
a Hugoniot of the form (8) to high-pressure equations of state for
sirrular materials.

For Hugoniots of the form (8), the ratio p;/po of the material den-
sity immediately behind the shock front to the material density ahead
of the shock front increases with the strength of the shock wave until
it reaches a certain value (p/p0)max = (Vo/V }max = B/(B - 1). Once
the shock has become this strong, any further increase in its strength
does not produce any increase in the ratio p/po. For this reason, the
density ratio (p/pg)max 18 referred to as the limiting density ratio. For
the gramite Hugoniot histed in Table 1, the limiting density ratio is
~ 3 Peak pressutes ~ 1-10 TPa are required to achieve density ratios
near the limiting value. For extremely strong shock waves, changes
in material properties caused by onization. relativistic corrections to
the electron pressure, and raiation aflect the Hugoniot and alter the
hmiting density

[f a single lineas D vs u, relation adequately describes the Hugo-
mot at large uy and f this relatinn could be extrapolated to small
u;. the constant A would correspond to the low.pressure plastic wave

-1
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TABLE 1 Approximate Hugoniots for Granite and Wet Tuff®
Rock po (Mgm~=3)  A(kms-') B Ly (m) Lisg(m)
Giranite 267 2 R0 115 3n 20
Wet tuff 195

14y - 162 70 37

*The parameters po. A, and B are from Moss [1988] and were obtained by
fitting a Mie-Grineisen equation of state to tabulated equations of state
[King et al.. 19R9] for quariz and wet tufl at high pressures L, and L5
are charactenstic shock wave transition radi (see eq [12]) for 1kt and
150 kt explosions

speed ¢ However, the large-u; relation usually 1s not valid for small
uy. and hence A usually does not equal ¢y {n granite, for example,
A s about Jkms™! whereas co is about 4kms=!.

Even if the Hugoniot 1s not linear over the range of u; that is of in-
terest, a curve consisting of piecewise-lhinear segments of the form (7)
may serve as a practical approximation to }{u,) for many purposes

Release —After the shock front has passed, Lhe pressure falls and
the fluid expands. This is often referred to as “release”. For a shock
front of given strength, the curve on the equation of state surface that
describes the evolution of the thermodynamic state of the matenial
during release is very nearly an isentrope, since heat conduction is
almost always negligible. This curve is therefore {requently called the
release adiabat (see, for example, Murn et al. [1974]).

Phases of an Underground Nuclear Erplosion

For present purposes, the time development of an underground
nuclear explosion may be divided into three phases (see (Glasstone
and Dolan [1977] or Germain and Kahn [1968}):

Inttial phase.-—The energy released by a nuclear explosion initially
emerges as nuclear radiation, fission fragments, and thermal elec-
tromagnetic radiation. The temperature in the nuclear charge rises
steeply, reaching 107 K within a microsecond or so. At the very earli-
est times, energy is carried outward by the expanding weapon debris
and radiation. As a result, the vaporized nuclear charge and nearhy
rock form a bubble of hot gas in which the initial pressure is of order
10TPa. The enormous pressure in the bubble causes it to expand
rapidly, creating a cavity and driving a shock wave into the rock sur-
rounding the emplacement canister. The radial stress produced by
the shock wave greatly exceeds the critical stress at which the rock
becomes plastic. Thus, to a good approximation the strength of the
rock can be neglected and the rock can be treated as a fluid. During
the initial phase the evolution of the explosion can be followed using
the equations of hydrodynamics and radiation transport.

Hydrodynamic phase. —Within ~ 10-100 us, depending on the de-
sign and yield of the nuclear charge and the composition and distri-
bution of the matter surrounding it, the outward flow of energy via
radiation becomes unimportant and the explosion can be described
by the equations of hydrodynamics alone. At this point the explosion
enters the (purely) hydrodynamic phase. As the shock wave expands,
it weakens. Eventually, the radial stress produced by the shock wave
i3 not much greater than the critical stress of the rock. At this point
the rock can no longer be treated as a fluid and the hydrodynamic
phase of the explosion ends.

Final phase.—The final radius R, of the cavity produced by an
underground nuclear explosion depends somewhat on the depth of
the explosion and the composition of the surrounding rock, as well
as the yield. For a burst of yield W, a useful approximate expression
13 [Terhune et al., 1979)

R, =~ 14(W/ik)'* m. {9)

The cavity reaches its final radius in about 90 (W/1kt)'"3ms [Ter-
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hune et al., 1979}

Even after the compression wave 1s no fonger hydrodyname, the
rarefaction wave that follows is still strong enough to fracture rock
Intense fracturing typically occurs out to a radius ~ 3R {Terhune
et al , 1979]. Beyond this pownt, the degree of fracturing raused by the
expanding shock wave drops dramatically until, at ~ 5K, fracturing
essentially stops (Rarefaction waves caused by reflection of the shock
wave from the surface or collapse of the roofl of the cavity may cause
fracturing beyond this radius ) The shock wave then rontinues to
expand nearly elastically, eventually evolving into the leading wave
of a tratn of elastic (seismic) waves

In the remainder of this section we focus on the evolution of the
shock wave during the hydrodynanue phase and somewhat heyond

Approrimate Model

For pedagogical purposes, it 1s useflul to consider the shock wave
that would be produced by a spherically-symmetric explosion 1n a
uniform medium before confronting the full complexity of the shock
waves produced by actual underground nuclear tests. The shock wave
produced by such an idealized explosion is spherically-symmetric at
all times  Even so, tracking accurately the change in the thermody-
namic state of an element of rock as it undergoes shock compression
and release requires knowledge of the equation of state of the rock
over a wide range of densities and internal energies. Such an equa
tion of state is usually quite complicated, and often can be presented
only in tabular form. Hence, for pedagogical purposes it is also use-
ful to consider first a simpler, more approximate description of the
behavior of rock subjected to a shock wave

In fact, the basic features of the evolution of the shock wave
produced by a spherically-symmetric explosion in a uniform sohid
medium are illustrated by a simple analytical model This model was
proposed by Lamb [1987)], who showed that it 1s exact for strong, self-
similar shock waves and that the shock-front radius vs time curves
it predicts agree jairly well with data from several underground
nuclear tests and numerical simulations of underground nuclear
explosions. The model was proposed independently by Moss [1988],
who showed that the particle-speed vs radius relationship it predicts
agrees fairly well with data from underground nuclear explosions
and numerical simulations. A detailed description and assessment of
the model has been given by Lamb, Callen, and Sullivan [1990], who
find that the model provides a remarkably accurate description of
the motion of the shock front throughout the hvdrodynamic phase.

Without loss of generality, the particle speed u; just behind the
shock front can be related to the hydrodynamic yield W of the ex-
plosion and the radius R of the front via the expression

e (ﬂ)‘” ()
1 41R3p0 .

where [ s a dimensionless factor that geaerally depends on the equa.
tion of state of the ambient medium and the radius of the shoch tront
An important assumption of the model is that f s independent of
the shock front radius R for all shock front radu of interest

In this model, the compression of the ambient me Lium at the shock
front 1s treated exactly, via the Rankine-Hugor .t jump conditions
and the Hugoniot of the medium. In contrase, the rarefaction that
occurs as a shocked fluid element is left behi: s treated only approx-
imately, via the parameter f. The value ~ (his parameter depends on
the density, velocity, and specific internal energy distributions within
the shocked volume 7These distnibuiions, and «hus £ could be deter-
mriaed from a full hydrodynamic simulation of the shock wave evolu.
tion However, such a simulation requires knowle-dge of the rquation
of state for substantial ranges of pressure ant denaty not just along

the Hugoniot  This requirement 1s sidestepped in the model by as
suming that f s independent of R

The factor f s mdependent of f¢ lur sell-cimilar shock waves i<
below ) but need not be indepercient o ¢ for shock waves prodiced oy
actual underground nudear exposions fLamb. [ax7 Lamb . Calley

and Sullivan, 1490}
speed data from actual underground nuclear tests as well as {0,
computer simulations of such tests wn fi-ate that relation * 10) witt f

Neverthodoss shock wave radios and particlh

ronstant 1s fairly well satistied for expiosions in quartz and wet talf
untit relatively late tines [Lanb 1987 Moss. 1958, Lamb. Callen
and Sullivan, 1990] The best value of f to use for explosions in a
given rock can be detertnined by litting the post-shock particle speed
relation (10) {or the relations fur the shock speed. shock front radius
and post-shock pressure that follow from it) to data from numerical
simulations or actual underground explosions in that rock For shock
waves in quartz and wet tufl, f = 053 provides a relatively accy-
rate description of the evolution during the hydrodynamic phase and
somewhat beyond [Mass, 1953. Lamb. Callen, and Sulhivan, 1990}
For simplicity, let us assume that the Hugoniot of the medium can
be adequately represented by a single linear relation of the form (7}
over the whole range of u;, of interest Then ¢y = A. Therefore n
the following discussion we refer to A as the low-pressure plastic wave
speed. Given the ansatz (10), the Hugoniot (7) can be rewnitten as

[Lamb, 1987, 1988]
3/2
D§%=.4[|+(%) ] (11

we\/3
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where

1s a characteristic length that separates the region where D o« R~
fromn the region where D = A Typical values of L for 1 kt and 150kt
explosions in granite and wet tuff are histed 1n Table 1 for the values
of A and B given there.

Given the shock-front radius Rg at the time tp at which the explo
sion becomes purely hydrodynamic, the first-order differential equa
tion (11) can be integrated to obtain a simple, closed expression
for R(t), from which one can calculate D(t), u;(), p1(t), and p\(t;
{Lamb, 1987, Moss, 1988; Lamb, Callen, and Sullivan, 1990}, This
model shows in a qualitative way how the evolution of the shock wave
depends on the yield of the explosion and the Hugoniot of the tork
As an example, the peak pressure. peak density, and radius of the
shock front at various times are Listed 1in Table 2, for 1 kt and 150kt

TABLE 2 Shock Wave Evolution in Granite®

1 kt Explosion 150 kt Explosion

Pressure Density

(GPa) {(Pmax) Time (us) R (m) Time {(pus) R {nn

7.000 09 1 05 20 3

1,000 08 10 09 R0 )

400 0.7 10 14 200 s

150 0.6 90 2 500 1l

50 0.5 200 3 1,200 17

15 0.4 £00 5 3,000 30

“For the model of a sphencally- symmetric. point explosion described in
the text The Hugoniot {7) was used, with the values of A and B given
in Table 1 The phase transformation that occurs when the post-<hock
precsure py is ~30-40GPaisee Fig ) has been neglected The post-shin
deasity 5, is expressed in terms of the limiting dersity pmae of granite -
text), which 1s 9 4 Mgm ™" for this Hugomot From Lamb [1358]




point explosions m grante 1A poant explosvonos ane in whien a
large amount of enrrgy s released instantaneousiy incan infinesimal
volume ) For simplicity we hase assamed that both explosins are

purely hydrodynarmus after the imtial energy release at tune £ = 0
The corresponding tutial condition fur equanion (11))s B = 0 at
t = 0 As discussed below the hydrodynanue phase ends in granite
when the post-shock pressure py has falen to about 16GPa Thus, the
pressure pg of the overburden, which s £ 20 MPa at the depths that
are relevant here (< 1 km), 1s neghigible compared to py throughout
the hydrodynamic phase .. the explosion

More generally the model can be used to vbtain a clised-form
expression for K(t) for any piecewise hnear Hugonot Diuy Thus
the model can be used with mote realistic Hugonots hike that shown
in Figure 2 When currently available Hugomot data is used. the
model predicts post-shock particle speeds and pressures, shock-front
speeds, and shock-front radu that agree quite well with data from
underground nuclear explosions and with nuimerical simulations of
such explosions [Lamb. Callen, and Sullivan il

Charactenstic Intervals

During the hydrodynamic phase. the shock wave produced by a
spherically-symmetric point explosion 1 a uniferm medium evolves
differently 1n the strong-shock, transition. and low-pressure plastic-
wave intervals

Strong-shock *aterval —Imitiaily. the speed of the shock front s
much greater than the speed of sound in the undisturbed rock, the
preasure behind the shock front s predominantly thermal pressure,
and the ratio of the density immediately behind the shock front to
the density ahead of the front 1s close to its imiting value. Thus, the
shock wave 13 strong

The shock wave produced by a paint explosion in a umform
medium is self-simular as long as 1l remains strong (see Zel'dovich
and Raizer [1967], Chap. I and XII, Sedov [1959]. Barenblatt [1979))
In such a motion, the distributions with radius of the pressure,
density, and particle velocity evolve with time in such a way that
only the scales of the distributions change. while thewr shapes remain
unaltered For such a strong, self-simular shock wave, the radius as
a function of time depends in a simple way on the properties of the
medium and the yield of the explosion. This simple radius vs. time
curve could be used to estimate the yield of actual underground
nuclear explosions, if there were an interval of strong, self-similar
motion and 1f data from this interval could be obtained.

For example, the simplified model described above predicts that
the radius of the shock front produced by a point explosion satisfies
(Lamb, 1987, 1988]

Rty =~ w'i 15/BTNE N wi( L
)= 167 po win) ~ Wirs

)m L1y

Juring the strong-shock interval (R € L) This expression illustrates
the more general result that the radius of a strong, self-sirnular shock
wave varies as the two-fifths power of the time since the beginning of
the explosion, independr: = »f the properties of the medium. In the
simplified model. the rau.is of the shock front depends only on pg
and B. for a given choice of f

Unfortunately, as explained below, strong, self-similar motion does
not develop in actual underground nuclear tests, given current testing
practices and the yields permmtted by the TTBT

Transitron interval —-As the shock wave expands, it weakens and
slows, and the peak pressure and density drop When the the peak
density ratio has fallen to © 8 times the limiting value, we say that
the shock wave has entered the transition interval ! For an explosion
in granite. this occurs when the peak pressure has failen to ~1TPa
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vsee Table 20 We denote the shock front radius at which this occurs
by R,

LRt explosionr s ~ 5 m

For a Lkt explosion in granite R 1s ~ 1m, whereas for a

Over most of the transiticn interval, the thermal pressure just be-
mind the shock front 1s not much greater than the cold pressure of
the rompressed rock. aithough the speed D of the shock front s sull
iruch larger than the low-pressure plastic wave speed A In this inter-
val. the motion of the shock wave 1s more sensitive 1o the properties
of the medium than 1t 1s in the strong shack interval. Faor example,
the motion of the shock front in the simplified model discussed above
depends on 4 as well as B and pg duning the transition interval. Con-
squently more knowledge of the ambient rock s required in order
to make accurate yield estimates using data from this interval

As the shock wave expands and weakens, the minerals in the rock
behind the shock front may undergo polymorphic transitions. For
sxample. the mineral constituents of granitic rocks appear to undergo
several polymorphic transitions when the peak post-shock pressure
falls below ~ 30-40 GPa (see Fig. 2).

When the shock speed falls below the elastic wave speed ¢, the
shock wave splits into an elastic wave followed by a plastic wave
(see Zel'dovich and Raizer {1967}, pp 741-746). In granites, this is
expected to occur when the peak pressure has fallen to ~ 20-30 GPa
{see Butkovich {1965}, Holzer [1965], and Fig. 2). Since the plastic
wave slows as it weakens whereas the elastic wave travels at the nearly
constant speed c;, the plastic wave falls further and further behind
the elastic wave This two-wave structuie is clearly seen in laboratory
experiments on small samples of granite and other rocks. Whether
1t persists 1n rock in the field is not as certain.

The elastic precursor raises the pressure of the rock to pcne, whichis
~ 4GPa for granite [Holzer, 1965], and accelerates it. The following
plastic shock wave therefore propagates through rock that is already
moving at ~ 1-10ms~!. However, the speed of the plastic shock
wave 1s at least co, which is several kms~' (see above). Thus, even
after the shock wave has split, the acceleration of the rock by the
elastic precursor can usually be neglected and low-pressure plastic
wave taken to propagate at the plastic wave speed relative to the
undisturbed ambient n.edium, as was done in writing eq. {6).

Lou~pressure plastic wave interval —As the shock wave expands
and weakens further, the thermal pressure behind the shock front
becomes a small fraction of the total pressure and the shock speed D
approaches the low-pressure plastic wave speed A. At a certain radius
Rpw (~ L), the shock speed has {allen to 1.2 times the low-pressure
plastic wave speed and we say that the shock wave has entered the
low-pressure plastic wave interval.? For an explosion in granite, this
occurs when the peak pressure has fallen to ~ 15 GPa, corresponding
to a peak density ratio ~ 0.4 times the maximum (see Table 2). For a
1 kt explosion in granite Ry i8 ~5m, whereas for a 150 kt explosion
Rpe 13 ~30m.

For the simplified Hugoniot of equation (11), the low-pressure plas-
tic wave interval corresponds to R > 3 L. In this interval,

R ~ const. + At, (14)

where the constant is determined by the motion in the strong shock
and transition intervals.

When the peak pressure in the plastic wave is no longer much
greater than the critical shear stress po., the shear strength of the
rock can no longer be neglected in treating the evolution of the plastic
shock wave. In granite, for example, peri is == 4 GPa, and hence the
hydtodynamic approximation begins to fail when the peak pressure
behind the plastic wave falls below about 15 GPa, which occurs soon
after the shock wave has split. For granite, the hydrodynamic zone
extends about 5(W/1kt)!/? meters from the center of the explosion
(see Table 2).
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Underground Nuclear Tests

The evolution of the shuck wave produced by an actual under
ground nuclear test is generally more complex than the evolution
Just described  For one thing, the shock wave s produced by an as-
pherical source of finite size rather than a spherically symmetric point
source. For another, natural or man-made geological or geophysical
structures near the emplacement point may significantly distort the
evolution.

Test geomeiries.—In preparation for a nuclear test, one or more nu-
clear explosives are customarily placed in each container or covering
These containers are called explosive canisters Explosive canisters as
long as 12 m with diameters as large as 3 m are permitted in the stan-
dard test geometries defined in the recently adopted TTBT verifica-
tion protocol [U. S. Arms Control and Disarmament Agency, 1990b}
Larger canisters may be used in nonstandard tests

Any drill-hole, shaft, adit, or tunnel in which one or more explosive
canisters, associated cables, and other equipment have been installed
is called an emplacement hole. Emplacement holes may be vertical
shafta drilled deep into the ground, horizontal tunnels carved into the
sides of mesas or mountains, or large underground cavities (see U S.
Congress [1989], pp. 15-18).3 The standard vertical and horizontal
geometries defined by the TTBT verification protocol allow the use of
vertical emplacement holes with diameters up to 4 m and horizontal
emplacement holes with cross sections as large as S5m by 5m. Tests
with planned aggregate yields less than 35kt may be conducted in
cavities as large as 20,000 cubic meters (the radius of a hemispheri-
cal cavity with this volume i1s about 20 m). Nonstandard tests may
be carried out in larger emplacement holes or cavities if the parties
agree on verification measures (U S. Arms Control and Disarmament
Agency, 1990b]. Historically, about 90% of U S. nuclear tests have
been conducted in vertical shafts, the remainder have been conducted
in tunnels or cavities.

Cableways and cables as well as open or partially-open pipes are
typically installed in the emplacement hole to carry signals or radia-
tion away from the explosive canister or canisters. There have been
as many as 250 or more such cables and pipes in recent U. S. nuclear
weapon tests. Once the explosive canister, diagnostic equipment,
pipes, and cables have been positioned in the emplacment hole, the
emplacement hole is stemmed with sand, gravel, and plugs (if it is
vertical) or grout (if it is horizontal) in order to prevent escape of
radiocactive gases (for an example of a stemming plaa for a vertical
shaft, see Glenn et al. {1983] or Glenn et al {1986}, for an example
of a filling plan for a horizontal tunnel, see U. S. Congress [1989],
p. 43). For tests conducted in tunnels, an ancillary tunnel (called
the bypass drift) is constructed parallel to the emplacment tunnel
to allow access to the room in which the nuclear explosive is to be
placed and to other parts of the tunnel system close to the time of
the test. After the nuclear explosive has been positioned, the bypass
drift is filled with grout.

Source effects.—Unless impeded, vaporized weapon debris and ra-
diation would fill many meters of the emplacement hole soon after
the nuclear charge is detonaled, producing a shock wave that would
be highly aspherical initially (see Lamb {1988]) As such a shock
wave expands, it tends to become more spherical i the surrounding
medium is uniform. However, the shock wave will remain significantly
aspherical until it has propagated a distance from the center of the
explosion greater than the length of the source. Such an aspherical
shock wave would make accurate yield estimation much more difficult
than for a spherical shock wave, particularly if shock front position
data were obtained from only one set of sensing cables (see below)

For this reason, the TTBT verification protocol restricts the di-
mensions of explosive canisters and any attached car’:ters contain-
ing diagnostic ~quipment [U. S. Arms Control an « Disarmament
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Agency, 1990b]. The TTBT protocol als, requires that any pipe or
rableway connected to an explosive crnister pass through a “enoke
section” designed to restrict the flow of energy out of the conister
Ihe distortion of the shock frant caused by a canister, open pipe
or cableway of a given size 1s less for higher-yield than for lower
yield explosions, since the hydrodynanuc zone extends further from
the canister and emplacement hole for a higher-yield explosion (1
call that the hydrodynamic zone extends about 5{W/1 k)3 meters
from the center of the explosion) Moreover. higher-yield charges
usually are not exploded in tunnels )

The shock wave produced by a test involving multiple explisive
canisters could be very complex. creating a daunting venficauon
problem  For this reason the TTBT protocol specifies that a test
involving multiple explosives can be considered to have a standard
geometry only if the explosives are placed in a single canister or the
positions of the explosive canisters and their detonation Limes are
arranged so that a shock-wave yield esumate can be made for each
canister separately.

Even t'ie shock wave from a test having a standard geometry and
conducted in a uniform medium may not be completely spherical
at the relatively small distances where hydrodynamic measurements
must be made. For example, the hydrodynamic zone of a 150 kt ex-
plosion in granite extends only about 20m from the center of the ex-
plosion. Shock front position measurements must therefore be made
~ 10-20 m from the center of the explosion in order to be usable in
hydrodynamic yield estimation algorithms. These distances are com-
patable to the dimensions of the largest explosive canisters allowed 1n
standard test geometries. Thus, even the shuck wave from a standard
test may be somewhat aspherical in the region where hydrodynamic
measurements are made.

The shock wave from an underground nuclear explosion cannot be-
come self-similar until it has enveloped a mass of rock much greater
than the mass of the nuclear explosive and canister, and energy trans-
port by radiation is negligible [Barenblatt, 1979, Ch. 2). The radius
Rao at which this occurs is necessanily larger than the radius of the
emplacement hole or cavity and depends on the design of the nuclear
charge and surrounding equipment. Unless there is a range of radu
satisfying Ro € R € R, where R, is the radius at which the tran-
sition interval begins, the shock wave will not have time to become
self-simular before entering the transition interval. Since Rp1s 22m
for current U. S. practices and ailowed yields, no such range exists in
granite even for explosions as large as 150 kt, as shown by the data
in Table 2. Thus, the simplicity of estimating yields from an :nterval
of self-similar motion cannot be realized. Furthermore, the structure
of the shock wave in the hydrodynamic measurement zone s more
sensitive to the properties of the source than it would be if it were
evolving from a sell-similar wave.

For example, even if the shock waves produced by two nuclear
tests with the same yield were spherically symmetric at all radn.
they could have different speeds at a given radius, because the ef-
fective stze of the shock wave source could differ from one explosion
to another. Moreover, the design and composition of the nuclear
explosive and canister affects the equation of state of the eflective
hydrodynamic source, which s different from the equation of state
of the surrounding rock. As a result, the fraction of the total device
energy that couples to the shock wave can vary from one device to
another. Indeed, Moran and Goldwire {1990] have shown that the
yields of spherically-symmetric explosions inferred from data taken
in the hydrodynamic measurement zone may differ from the actual
yields by 20%, for hydrodynamic sources that they present as models
of the hydrodynamic sources produced by nuclear explosions Simular
resulls have been obtained by Callen, Fiedler. Lamb, and Suilivan {in
preparation).

Inhomogeneifses 1 the ambient medium —In addition to its depen-




dence on the properties of the source. the »volution of the shock wave
produced by an underground nuclear exjlosion witl Le affected by any
natural or man.made structures 1 the surrounding medium o or-
der ta deatifly potentially disturbing structures the TTBY protocot
requires that the testing party proveds a geologwal and geophysical
description of the test location, including the depth of the water table,
Iithographic descriptions of each formatwn, and any known geological
ot geophysical discontinuities within the hydrodynamic measurement
zone The protocol also requires the testing party to make available
the planned cross-sectional dimensions of each rinplacement hole 1a
each hydrodynanue measurement zone as well as a deseniption of the
materials that will be used to stem each such emplacement hole. In
order to miniruze the eflects of voids on the . volution of the shock
wave, the protocnl tequires that the locations and volumes of all voids
within the hydeodynanne measurement zone be deternined, using
methods such as electromagnetic measirements, radar, and acous.
tic sounding. any voids within the hydrodynamic measurement zone
with voliines greater than ten cubic meters and any voids near the
emplacement hole with voluthes greater than one cubic mieter mnst
then be filled with dense stemunng matenal

Explosiems of nuclear charges in vertical shaft or tunnel complexes
or tn cavities may be accompanied by complicated (and unantici-
pated) encrgy flows and complex shock wave patterns. In order to
minimize these effects, the TTBT protocol specifies that if a test in-
volves explosions 1n more than one emplacement hole, no more than
one such hole may depart from the standard vertical or horizontal
confignration If a test is to be conducted in a cavity, the protocol
gives the verifying party the night to measute the shape and volume
of the cavity

3 Measuning Shock Waves

As noted in the Introduction, the evolution of the shock wave pro-
duced by an underground nuclear explosion can in principle be mea-
sured using either sensing elements or transducers (sce Holzer [1965)).
In the present context a sensing element is any switch, cable, or cable
segment that provides data on the position of the shock front as a
function of tune, whereas a transducer 1s a device that converts a
physical property of the shock wave, such as the radial stress, strain,
o1 particle speed, into a recordable signal. In practice, constructing,
emplacing, and obtaining reliable data from transducers has proved
difficult

For this reason, U S. eflorts to develop shock-wave yield estima-
tion methods have for the past 15 years emphasized sensing elements.
This approach is also the one that the TTBT protocol allows for
shock-wave monitoring of nuclear tests with standard vertical or hor-
1zontal geometries Hence, in the present section we focus primarily
on shock-front sensing techniques. The TTBT protocol allows the
use of transducers as well as sensing elements for monitoring tests
with nonstandard geometries (U S. Arms Control and Disarmament
Agency, 1990b]

(/se of Sensing Cables

One way of measuring the position of the shock [ront is to place
an electrical sensing cable near the site of the explosion and then
measure the point where it is being crushed at 2 given time by the
pressure peak at the shock front. The crushing point is measured
by electrical equipment attached to the cable but positioned a safe
distance {rom the explosion. This technique has been utilized in the
United States since the early 1960s.

Sensing - ables may be inserted in the emplacement hole before it
s filled or placed 1 one or more “satellits holes™ that have been
drdled or excavated nearby specifically for this purpose. Use of a
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satellite hole requires sophisticated dnlling capabilities in order to
make sure that the satellite hole maintains the proper separation
from the nuclear charge emplacement hole at the depth of the nuciear
charge (see below and §4). Conversion of the uncrushed cable length
to the position of the shock front is more complicated if the cable is
placed in a satellite hole than if it is positioned in the emplacement
hole.  On the other hand, the satellite-hole geometry reduces the
mtrusiveness of the method and “jetting” and other phenomena that
can crush or short sensing cables ahead of the hydrodynamic shock
front In the discussion that {ollows, we shall assume that the sensing
cables have been placed in a satellite hole unless otherwise stated
The satellite-hole geometry 1s shown :n Figure Ja.

If a sensing cable i3 strong enough that it is not crushed by the
elastic precursor (if present) or other unwanted signals, but weak
enough that it s crushed by the pressure peak at the hydrodynanue
shock front, the cable will be elecinically shorted or 1ts impedance
substantially changed near the point where the hydrodynamic shock
front intersects it As the shock front expands with lime, the length
of cable from the electrical equipment o the nearest pont at which it
b Yoen crushed 8 measured, as shown o Figure 3b If the path of
i sensing cable relative to the center of the explosion 18 known and
the time at which the explosion began can be determined, then the
length of the uncrushed cable can be used to determine the position
of the shock front along the path traced by the sensing cable, as a
function of the elapsed time since the beginning of the explosion.

In order to sample a substantial portion of the hydrodynamic mea-
surement zone for explosions with yields near the 150kt limit of the
TTBT, the sensing cable must pass within ~10m of the center of
the explosion. For this reason, the TTBT protocol requites that for
standard tests, the axis of any satellite hole must be located 1143 me-
ters from the axis of its associated emplacment hole throughout the
hydrodynamic measurement zone. For standard vertical tests with
yields near 150kt, this requires drilling the emplacement and satel-
lite holes to depths 2 650 m while maintaining a lateral separation of
about 10m.

Voids or excavations near the satellite hole can distort the shock
front, causing the sensing cables Lo be crushed in complex patterns
For this reason, the TTBT protocol requires that for standard tests,
any void that 1s near a satellite hole and that has a volume greater
than one cubic meter must be filled with dense stemming matenal.

CORRTEX
recorder

Experimental
equipt‘nml
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Explosive N /

=5 -
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cable Hot gas
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explosion

e A
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a b shock wave

Fig. 3. Schematic drawings illustrating (a) placement of a shock front
sensing cable i a satellite hole and (h) progressive shortening of the
vable by the expandig shorck front prodneed by a nuclear explosien
From Lamb [198R]
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Also, a satelhte hole must be at least ax close to 1ts assoriated em-
place.nent hole as to any other holes or excavations For standard
horizontal tests, the axis of a satellite hole must be at least 6§ m from
any other dodled or excavated cavities or holes o oeder to nunnmee
the disturbing effects of such holes  Maoreover af dedled, a satelhite
hole must have a diameter of no less than } 3m and no more than
0 5m; if excavated, it must have a cross section no greater than 2 5
by 2 5 Simular restrictions apply to satellite holes for nonstandard
tests [U' S Arms Control and Disarinament Agency, 1990b]

If hydrodynamic methods are to be used to momtor a 10kt low-
threshold test ban, the sensing cable will have to pass within ~4m of
the center of the explosion m order to sample a substantial portion of
the hydrodynanue measarement zone  For astandard vertical test ge
ometry, this would requise drlling vertical emiplacement and satellite
holes to depths 2 200 m while maintaining a 4m lateral separation
between them

Sensing cables with crushing strengths ranging from as little as
3 MPa to as much as 3 GPa have been used {Schmitt and Dick, 1985
However, even cables with crushing strengths as high as 3GPa can
be crushed by the elastic precursor in granite, since pc is ~4 GPa.
Thus, once the shock wave has split, the length cf uncrushed cable
may indicate the position of the elastic precursor rather than the po-
sition of the trailing hydrodynamic shock front [Virchow et al., 1980;
Deupree et al., 1980). If so, the sensing cable will not provide data
about the position of the hydrodynamic shock front [Holzer, 1965]
[{ the data is incorrectly interpreted as showing the position of the
hydrodynamic shock front, the estimated yield of the explosion will
be erroneously high. In some cases the cable may be crushed by the
elastic precursor in some regions and by the plastic wave in others.
Thus, use of sensing cable data from regions where the peak pressure
of the shock front has fallen below ~ 20 GPa requires special care.

Further information on the use of sensing cables may be found in
the U. S.-Soviet agreement on the conduct of the 1988 Joint Verifi-
cation Experiment [U. S. Department of Stute, 1988)].

Measuring the Length of the Sensing (Tuble

During the 19608 and 19708, the positon of the crashing pomt
was measured in the United States using a technique called SLIFER!
[Heusinkveld and Holzer, 1964; Holzer, 1965]. In this approach, the
cable is used as the inductive element of a resonant oscillator. As the
cable is progressively crushed, the frequency of the oscillator changes.
By knowing the propagation velocity of electromagnetic signals in the
cable and the frequentcies of the oscillator that correspond to at least
two cable lengths, one can convert measurements of the change in
oecillator frequency during the explosion to estimates of the change
in the length of the cable.

In the late 19708, an improved technique for measuring the
length of sensing cables, called CORRTEX®, was developed [Virrhow
et al., 1980, Deupree et al, 1980; Storey et al, 1982, Los Alamos
Natl. Lab., 1986]) In this approach, a sequence of electrical pulses
m went along the eable at preselected tine sutervale At the crushing
point, these pulses arc reflected back along the cable to the recording
equipment. By knowing the speed at which the pulses propagate
along the cable, the round-trip travel time of each pulse can be
converted into an estimate of the length of uncrushed cable at the
time the pulse was reflected.

Current (CORRTEX HII) equipment can store up to 4,000 data
points. Pulse separations from 10 us to 90 us can be selected in 10 us
ateps, piving a record of the changing cable length that s 10 ms to
360 am o length
sensing < Wble at about 2 x 10% ks
tound-trip travel time during a nuclear explosion s 500 ps, corre
sponding to an uncartainty of about 0.1 m in the round-trip distance

The pulves typieally propagate down and ap the

UOA typial uneertanty i the

Lo the crushing point or about 9 05 m 1n the distancs to the crushing
point

Detorminang the Shock Front Position 1s [one

In order to understand how the evoiution of the shock front pro-
duced by an underground explosion can be followed using GORRTEX
or SLIFER measurements, 1t 1s helpful to consider first an 1dealized
sphencally-symmetric explosion 1 a unmiform medium and a singie
sensing cable in a satellite hole that is relatively straight within the
hydrodynamic measurement zone

After the nuclear charge s detonated, the spherncal shock front
produced by the explosion expands away from the center of the ex
plosion (see Fig 3b) Some time elapses before the shork front begans
to crush the sensing cable. This time depends on the distance be
tween the center of the explosion and the point where the cable is
closest to the center of the explosion

At the instant of first crush, the length of uncrushed cable decreases
discontinuously from its original length to the length to the point of
first crush (see Fig. 4). As the shock front continues to expand.
the crushing point neatest the electrical recording equipment moves
steadily along the cable, reducing its uncrushed length. If the time
at which the explosion began and the path of the cable relative 1o
the center of the explosion are both known, the radius of the shock
front as a function of the time since the beginning of the explosion
can be calculated from the recorded change in the length of the cable
as a function of time.

Accurate knowledge of the tune at which the nuclear charge was
detonated is required in order to determine accurately the shock front
radius as a function of time. For this reason, the TTBT protocol re-
quires the testing party to provide the verifying party with an electri-
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Fig 4 Curve of unccushed cable dength vs  tune denived {rom
CORRTEX satellite-hole data collectsd Juring an underground nuclear
explosion. The cable Jength remains constant until the shock front ar-
rives at the satellite hole at about 17 ms. at which time the rable s
crushed about 30 m from sts onginal end  The cable length then .-
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cal pulse corresponding to the time of detonation, with an accuracy
of 11 us, for each explosion If this electrical pulse 15 not received,
the time of detonation can still be estimated from the time at which
the electromagnetic pulse (EMP) caused by the nuclear explosion ar-
rives at the CORRTEX recorder. The CORRTEX technique 1s less
affected by electromagnetic signals produced by the explosion than
were earlier techniques. In order to prevent the pick-up and recording
of electromagnetic signals that could reveal sensitive nuclear design
information to the verifying party. the TTBT protocol provides for
installation of “anti-intrusiveness” devices in each cable running from
a satellite hole to any recording facility of the verifying party

As discussed in §4, an error of 1m in the measured radius of the
shock front will cause an error of about 50kt in the yield esuimate, for
yields near 150kt Thus, accurate knowledge of the path of the sens-
ing cable relative to the center of the explosion is required in order
to make an accurate yield estimate. The paths of the emplacement
and satellite holes can be determined by directional surveys, geode-
tic measurements, depth measucements, and distance measurements.
‘The paths of sensing cables within the satellite hole must also be
known accurately. If, for example, the cable wanders within the hole
and this is not taken into account, the length of the cable crushed by
the shock wave will be greater than the distance along the satellite
hole traveled by the shock front, causing the the speed of the shock
wave and therefore the yield of the explosion to be overestimated.
The path of a cable within the satellite hole can be fixed by creating
fiducial loops in the cable at predetermined points; such loops will
cause the length of uncrushed cable to decrease discontinuously as
the shock front passes over them (see Fig. 4). Using these jumps, the
cable length measurements can be adjusted for systematic errors.

Although the paths of the satellite and emplacement holes can be
determined relatively accurately, the position of the center of the
explosion within the explosive canister usually will not be accurately
known to the verifying party in advance of the test. In principle, the
center of the explosion could be offset from the axis of the explosive
canister by a substantial fraction of the 1-1.5m canister radius and
could be located either near the top or near the bottom of a 12m-
long canister. Such a large uncertainty in the position of the center of
the explosion would lead to a very large uncertainty in the estimated
yield of the explosion.

In practice, the position of the center of the explosion relative to
the axis of the explosive canister can often be determined from the
shock {ront position data, if the explosion is spherically symmetric
Furthermore, if the satellite hole 18 essentially straight and parallel
to the emplacement hole and extends well past the nuclear charge
emplacement point, the position of the center of the explosion along
the axis of the explosive canister can be determined from cable length
measurements, since its position is the same as the position of first
crush on the sensing cable (see Fig. 4). In part to make sure that the
location of first crush can be determined, the TTBT protocol requires
that for a test configuration to be standard, each satellite hole must
extend beyond the end of the associated emplacement hole by at least
30 and 15m, respectively, for vertical and horizontal emplacement
geometries.

The discrete character of CORRTEX cable-length measurements
can lead to a significant uncertainty in detertuming the pont of fiest
crush, since the cable crushing point moves along the cable at very
high speed just after the shock front first reaches the cable. For
example, if the satellite hole i 10 m away from the empiacement
hole and the yield of the explosion is 100k, the shock front will be
moving at about 10kms~" when it reaches the sensing cable. Hence,
even if the CORRTEX equipment is set to make measurements every
10 us, the radius of the shock front will increase by 0 | m between one
CORRTEX pulse and the next. llowever, in the most unfavorable case
the shock front will have moved | 4 m away fromn the point of first
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crush by the time the crushing 1s detected  An etror of this magnitude
in determining the point of first crush could introduce an error of 50 ht
in estimating the yield of a 150kt explosion This unc~rtamnty can
be reduced by using the SLIFER techmque to determine the pomnt
of first crush, or by placing many CORRTEX cables in each satellite
hole and staggering the times at which pulses are transmitted down
the cables.

If the explosion is not spherically symmetric, due to the test ge
ometry or the presence of natural or man-made inhomogeneities in
the surrounding medium, reconstruction of the evolving shape of the
shock front becomes more complicated and can be quite difficult, es-
pectally of there 1s only one satellite hole, since there will then be
data only about the motion of the crushing point nearest the record
ing equipment along a single path in three-dimensional space (no data
can be collected from the cable beyond the point of first crush, where
the behavior of the shock wave may be significantly different). The
reconstruction problem 1s particularly difficult for nuclear explosions
in vertical shaft or tunnel complexes or in cavities, which may be
accompanied by complicated (and unantiapated) energy flows and
complex shock wave patterns.

In the context of treaty-monmitoring, problems of this kind can
be reduced by cooperative agreements. Thus, for example, the
TTBT verification protocol {U. S. Arms Control and Disarmament
Agency, 1990b] allows the verilying party to use up to six sensing
cables in each of three sateilite holes drilled or excavated at different
azimuths, in order to monitor a nonstandard test. In addicion, the
verifying party may use transducers to measure the peak pressure
or other properties of the shock front, in addition to its position as
a function of time. The verifying party may also request a reference
test carried out in accordance with a variety of yield, canister,
and placement requirements, in order to calibrate seismic yield
estimation methods. Finally, an explosion with a planned aggregate
yield greater than 35kt can be carried out in a cavity only if both
parties agree on verification measures.

4. Yield Estimation Algorithms

Once measurements of the length of the sensing cable have been
converted to estimates of the position of the shock front as a function
of time, the yield of the explosion can be estimated by applying an
algorithm, by which we mean a particular procedure for comparing
the shock front position data with a particular model of the motion
of the shock front Because shock wave yield estimation methods are
evolving as research continues, the description of yield estimation
algorithms given here should be viewed as a status report.

We first describe the components of a yield-estimation algorithm
and then discuss the weighting of shock-front-position data, includ-
ing heavier weighting of data in the so-called “insensitive interval”.
Next we summarize the conditions under which explosions satisfy
“cube-root scaling” and describe yield estimation algorithms that
are based on this scaling. These include the power-law algorithm,
similar-explosion scaling, algorithms based on analytical models, and
simulated-explosion scaling. All assume that the explosion is spheri-
cally symmetric and that the ambient medium is uniform. When this
13 the case, the shock wave 13 spherically symmetric and the propa-
gation of the shock front can be described by a radius vs. me curve
If the explosion is aspherical or the ambient medium is nonuniform,
the evolution is more complicated and detailed numerical modeling
may be required, as discussed at the end of this section.

General Features

A yield estimation algorithm consists of (1) a model of the motion
of the shock front that depends on the yield and (2) a procedure

13
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for comparing the model with shock-front-position data to derive a
yield estimate. The procedure normally includes a prescription {or
weighting the data when comparing it with the model For example,
if the model describes the shock wave evolution more accurately at
some times than at others, data taken during the tume when it is
more accurate should be weighted higher than data taken at other
times. A simple weighting procedure would he to assign unit weight
to data collected during a certain interval and zero weight to data
collected outside it. A more sophisticated procedure would be to
assign weights that gradually increase and then decrease with time
in an optimal way. At a minimum, weights should be chosen to
eliminate data corrupted by non-hydrodynamic effects of the kind
discussed in §3.

Given the uncertainties in the ambient medium of nuclear weapon
tests that are typically encouri=red, it is usually appropriate to give
a higher weight to data collected during the so-called “insensitive
interval” (see Lamb (1988}). This interval 1s so-named because ob-
servations have shown that the radius of the shock front produced
by a nuclear explosion of given yield is relatively insensitive to the
medium in which the explosion occurs during a certain interval in
time and radius toward the end of the transition interval, for explo-
sions in the particular geologic media for which the United States has
good experimental data or theoretical models [Bass and Larsen, 1977,
Lamb, 1988; Lamb, Callen, and Sullivan, 1989, and in preparation;
Call>n, Lamb, and Sullivan, 1990). These media include the dry al-
luvium, partially saturated tuff, saturated tuff, granite. basalt, and
rhyolite at the nuclear test sites the United States has used These
media are mostly silicates and almost all are located at the Nevada
Test Site. For explosions in these media, the radius of the shock front
appears to depend only weakly on the medium during the insensitive
interval, despite the fact that phase transitions and shock wave split-
ting occur in some of these media within the insensitive interval. As
shown in Figure 5, the radius of the shock front in one rock grad-
ually approaches, crosses, and then gradually deviates from that in
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Fig. 5. Typical shork front radius vs time curves for 100 kt explosions
in two different silicate rocks found at the Nevada Test Site Note the
“insensitive interval” near | 6 ms during which the two curves lie close
to one another. Experience has shown that radius vs time curves for
other silicate media found at U § test sites also e rlose to these curves
near 1.6 ms Because the curves gradually approach each other cross,
and ther gradually deviate from one another, the insensitive interval s
not sharply defined
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another simular rock, so that the insensitive 1nterval is not sharply
defined

The existence of an insensitive 1aterval for this coliertion of media
15 not well understood from a fundamental physical pomnt of view
However, work by Lamb, Callen. and Suthivan {1989, and in prepa-
ration, see also C'allen, Lamb, and Sullivan, 1990] indirates that the
existence of an insensitive interval for this collection of silicates 15 a
consequence of a particular correlation among the physical proper-
ties of these rocks Lamb et al have also describied a procedure for
determining in advance whether an insensitive interval exists for a
given collection of media Previously, whether such an interval exists
could be determined only from nuclear test experience or numenical
simulations of the evolution of shock waves in ali the media 1n Lhe
collection

Knowledge of whether an insensitive interval exists and. if 0. 1ts
position and extent s especially important when attempting to use
the power-law algorithm, since this algorithm gives relatively accu-
rate yields only if such an interval exists and only if the data used
come from this interval. However, exploitation of any insensitive in-
terval is also important for optimal use of other algorithms Given
typical uncertainties about the physical properties of the geologic
medium surrounding the nuclear explosive, assigning more weight to
data taken during the insensitive interval will improve the precision
of any yield-estimation algorithm, even if the model employed in the
algorithm provides a relatively good description of the evolution of a
shock wave in rock outside as well as within the insensitive interval

Scahing Algorithms

Al scaling algorithms assume that the explosion is spherically sym-
metric and that the ambient medium is uniform. As noted above, the
shock front is then spherical and its evolution can be described by
a shock-front radius vs. time {(RVT) curve. Scaling algorithms as-
sume further that the RVT curve scales with the cube root of the
yield. In addition to the central role of cube-root scaling wn scaling
algorithms, most of the very hmited quantity of RVT data from un-
derground nuclear explosions that have been made publicly available
have been scaled so that the apparent yirld is 1 kt, on the assumption
that cube-root scaling is valid, in order to protect the confidentiality
of the original data. We therefore begin our description of yield-
estimation algorithms with a brief discussion of cube-root scaling

Cube-root scaling.—In its usual form, cube-root scaling assumes
that if R = g(t) is the RVT curve produced by a 1 kt explosion in a
given medium during the hydrodynamic phase, the curve produced
by an explosion with a yield of W kt in the same medium is given by

R=WWY3g/n/3) (15)
It 1s frequently assumed, incorrectly, that this scaling follows from
the hydrodynamic equations alone Actually, in order to determune
whether the RVT curves of two nuclear explosions scale with the
cube-root of the yield, one must examine not only the hydrody-
namic equations, but also the jJump conditions across the shock front,
the equation of state of the ambient medium, and the initial data
(that s, the pressure, density, and internal energy profiles at the
time the explosion becomes purely hvdrodynamic). Previous anal-
yses [Brode, 1968; King et al., 1989] have neglected one or more of
these considerations.

The RVT curves produced by diflerent point explosions in the
same medium are congruent during the hydrodynamic interval,
once they have been scaled using equation (15) [King et al, 1989,
Callen, Fiedler. Lamb, and Sullivan. 1n preparation}] However, the
RVT curves produced by different hydrodynamic sources of finute
s1ze —such as the effective sources produced by underground nuclear




explosions —scale exactly only if the sources have the same equation
of state and their masses. radu, and imtial pressures scale appro-
priately with their yields [Callen, Fiedler. Lamb, and Sullivan,
preparation] These requirements usually are not satsfied by nuclear
weapon tests Thus, fot most nuclear weapon tests, cube-root scaling
1a at best only approximately valid, even during the hydrodynamc
interval. The numerical simulations of Moran and Goldwire {1990)
show that cube-root scaling may be in error by 20-30% in yeld
dunng the hydrodynamic interval for hydrodynamic sources that
they present as models of the hydrodynamic sources produced by
different nuclear explosives and test geometries  Callen, Fiedler,
Lamb, and Sullivan [in preparation] reach similar conclusions. based
on ther numerical simulations of underground explosions  Despite
the approximate nature of cube-root scaling for underground nuclear
tests, yleld estimation algorithms that assume this scaling often
work quite well (see Lamb, Callen. and Sulhivan [1990]) Further
investigation of the domain of validity of cube-root scaling 1s needed

Power-law algornithm —This is the simplest yield-estimation algo-
rithm currently 1n use. The power-law algorithm assumes that the
expansion of the shock wave produced by an underground nuclear
explosion can be accurately modeled by a simple power-law formula
that does not depend on the medium in which the explosion occurs
(see Bass and Larsen [1977]). The power-law formulais

RO = aW 3wty (16)
where R is the radius of the shock frant 1n meters, W 1s the yield
of the explosion in kilotons, t 13 the elapsed time since the beginning
of the explosion in milliseconds, and a and & are constants For-
mula (16) has no thecretical basis, in contrast to the power-law for-
mula fot the radius of a strong, self-similar shock wave; 1t is instead
a purely empirical, approximate relation based on the observation
that in many cases RVT data from cables in the emplacment holes
of U.S. nuclear tests fall close to relation (16) for a short time after
they are no longer disturbed by non-hydrodynamuc signals. The fact
that formula (16) only approximates the actual RVT curve for a brief
time 1s demonstrated by Figure 6, which compares it with a detailed
model of the evolution of the shock wave produced in granite by a
spherically-symmetric point explosion with a yield of 62 kt.

According to the assumption on which the power-law algorithm is
based, the values of a and b in equation (16) do not depend on the
medium (because of this and the fact that it has frequently been used
at Los Alamos National Laboratory, eq. [16] is sometimes referred to
as the “Los Alamos Universal Formula™; see Heusinkveld [1982]). The
values of the constants a and b are typically determined by fitting
equation (16) to a selected interval of RVT data from a collection
of nuclear »xplosions. If only data from the insensitive interval for
the particular collection of media being considered are used, the data
can be approximated by a single curve, as explained above. However,
different individuals and groups have found different best-fit values
of a and b for different collections of data. Even the values used
by a single group have changed with time by amounts that have
caused yield estimates to change by tens of percent. For illustration
in this article, we use the values of a and b suggested by Bass and
Larsen {1977) and Heusinkveld {1979, 1982}, namely 6.29 and 0475,
respectively.

In the usual form of the power-law algorithm, formula (16) is used
to derive a yield estimate W, from each of the shock-front radius and
time measurements R, and {, over a broad interval that is thought to
include the insensitive interval Due to the departure of the power-
law formula from the actual RVT curve at both early and late times
(see Fig. 6), the sequence of yield estimates W, typically forms a
U-shaped distribution, as illustrated by the vield estimates for the
Piledriver ~xplosion in granite, which are shown 1n Figure 7. If there
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Fig 6 Comparison of the power-law formula (16) with a model of
the evolution of a shock wave is granite produced by a spherically
symmetric point explosion with a yield of 62 kt, showing the agree-
ment of the formula with the model during a portion of the transition
interval and the deviation of the formula from the model at earlier
and later times The effect of the phase transformation at 30 GPa 1s
included in the model From Lamb {1988}

is an insensitive interval for the collection of rocks being considered
and if the constants in the formula have been chosen appropriately,
the yieid estimates near the bottom of the distribution should ap-
proximate the actual yield of the explosion. This is the case for the
Piledriver estimates, which lie near the 62kt official yield near the
bottom of the “U”.

In making the final yield estimate, only RVT data that fall within
a certain narrower interval (sometimes called the “algorithmic in-
terval”) are used. The procedure used to select this interval varies
tremendously from group to group. Often there is no set protocol.
Instead, the data to be used are selected by eye, on the basis of ex-
perience. Heusinkveld [1979, p. 13] says that investigators at Los
Alamos found that the power-law formula (with the a and & val-
ves cited above) agrees best with RVT field data during the interval
016 W' ms to 0.6 W'/ ms after the beginning of the explosion,
where W is the yield of the explosion in kilotons. More recently, the
interval of best sgreement has been cited as 0.1 t0 0.5 scaled ms {U. S.
Congress, 1988]. Indeed, these intervals roughly correspond to the
insensitive interval identified by Lamb, Calien, and Sullivan {1989,
and in preparation; see also Callen, Lamb, and Sullivan, 1990). One
possible protocol would be to use only radius vs. time data from
a prescribed interval of scaled time in the final yield estimate (see
Lamb [1988]). Because the beginning and ending clock times of any
prescribed interval in scaled time depend on the yield, use of such
a protocol requires that an iterative procedure be followed to esti-
mate the yield of an explosion of unknown yield. Fot definiteness, we
take the algorithmic interval to be 0.1 to 0.5 scaled ms throughout
the present article. Table 3 lists the time and radius intervals that
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Fig. 7. The sequence of yield estimates oblained by applying the power-
law formula to SLIFER data from the Piledriver explosion in granite
Note the U-shaped distribution of the yield estimates, which is due to
the failure of the power-law formula to describe accurately the actual
radius of the shock front as s function of time over any extended in-
terval. The yield estimates near the bottom of the “U” are close to
the official yield, which is 62 kt. The interval between the two vertical
bars is the algorithmic interval defined in the text, for a yield of 62 kt.
From Lamb [1988}.

TABLE 3. Measurement Intervals for the Power-Law Algorithm*
Yield (kt)

Time Interval (ms) Radius Interval {m)

1 010 — 05 21 — 45
10 021 — 11 45 — 97
50 037 — 18 7T -1
100 046 — 23 98 — 21
150 053 — 2.7 1 — 24

*Corresponding to 0.1 to 0.5 scaled ms after the beginning of the explosion
(see text). From Lamb [1988].

correspond to this interval in scaled time, for several yields.

Proper use of the power-law algorithm requires that shock-wave
sensing cables be placed close enough to the center of the explosion
that they sample the insensitive interval and that only data from this
interval be used in the final analysis, since the shock wave evolution
model used in the algorithm approximates the actual evolution of the
shock wave only during this interval, if at all.

It has sometimes been argued incorrectly that the interval in scaled
time used in the power-law algorithm lies in the strong shock interval
and that the relative insensitivity of yield estimates to the properties
of the medium during the algorithmic interval stems {rom this. (For
example, according to the U. S. Department of State [1986a, 1986b},
“The accuracy of the method is believed to be relatively, but not
wholly, independent of the geologic medium, provided the satellite
hole measurements are made in the ‘strong shock’ region ...".) This
misconception apparently has arisen at least in part because the in-
terval formerly used to estimate the yields of nuclear explosions in
the atmosphere using hydrodynamic methods 1s within the strong
shock region.

The relative insensitivity of the radius of the shock front to the
medium during the intervals used in the power-law algorithm would

16

indeed be explained in part i these intervals were within the strong
shock region and if the motion were self-simular  The formula for
the radius of the shock front would then be a power-law function of
time and the exponent of t would be exactly 0.4 (see eq [13'}) In
reality, however, the shock-wave motion is not self-simular during the
intervals used in the power-law algorithm for current test geometries
and the yields permitted by the TTBT In {act, the shock wave is not
even strong during ths interval, since the shock speed is only a few
times the low-pressure plastic wave speed while the peak pressure 1s
much less than the pressure required to achieve the limiting density
ratio. Indeed, the exponent of time usually used in the power-law
algorithm, 0.475, is significantly greater than the exponent ¢ 4 that
characterizes a strong, self-similar shock wave [Heusinkveld. 1979,
p. 13; Lamb, 1988). As explained above, the relative insensitivity of
the radius of the shock front to the medium during the algonithmic
interval appears to be due to a particular correlation among the phys-
ical properties of the rocks in the collection being considered {Lamb.
Callen, and Sullivan, 1989, and in preparation; Callen, Lamb, and
Sullivan, 1990}.

The sensitivity of an individual yield estimate to an error in the
inferred location of the shock front depends on the position of the
data point within the algorithmic interval and the yield of the ex-
plosion. For example, the sensitivity dW/dR, as determined from
equation (16), varies from 13kt m~! at the beginning of the interval
to 5.9kt m-! at the end of the interval, for a 10kt explosion. and
from 58 to 27kt m~!, for a 150kt explosion.

The power-law algorithm does not work well for all test geome-
tries and all media. This is illustrated in Figure 8, which shows
the yield estimates obtained by fitting equation (16) to good-quality
SLIFER data from a typical low-yield explosion in alluvium The
shock-front radius and time measurements for this event were mul-
tiplied by W~1/3 before being made publicly available. As a resuit,
the apparent yield should be 1kt, if cube-root scaling is valid. (The
name of this event and its official yield remain classified.) The yield
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Fig. 8 Yield estimates derived by applying the power-law formula (16)
to SLIFER data from a low-yield explosion in alluvium (note the offset
of the vertical axis from zero) [f the power-law algonthm and cube-root
scaling were valid, the yield estimates would form a U-shaped distribu-
tion with a minimum near 1 kt Difficulties \n applying the power-law
algorithm to low-yield explosions in alluvium are not uncommon From
Lamb [1988].




estimates given by the power law algonithm range from 0 30 to 0 82kt
and Jo not form a '-shaped distnbution The average of the yweld
estimates that lie within the algenthrue interval s about 0 6kt The
overall appearance of the yield vs time curve shows that the assump-
tions of the algorithm are not satisfied

Simalar-ezplosion scaling —As noted in the discussion of cube-root
scaling, the RVT curves of shock waves produced by point explosions
with different yields but in the same uniform medium will coincide
during the hydrodynanmuc iterval. oure they have been scaled using
equation (15) (see, for example, Fig 10 of Holzer [1965]) Even for
the scajed
RV curves frequently agree closely foe eventaon sumlare media This
s the baus of the “mimilar-explosion” scaling algonthim  In this al
gorithm, the yield of an explosion of interest is estimated by scaling
RVT measurements from a reference explosion of known yield 1n a
stmylar medium so that they agree with the RYT measurements made
during the explosion of interest Unlike the power-law algorithm, the
simulaz+xplosion-scaling algorithin can make good use of data taken
outside Lhe insensitive inteeval, since Lthe ambient media of the ex-
plomion of interest and the reference explasion are assumed to be
dentical

Simular-explosion scaling generally works well if the ambient me-
dia of the two explosions are very simular. Occasionally, applica-
tion of this alge ‘thm has led to an unexpectedly large error in the
derived yield, presumably because the ambient media were not as
simular as had been thought (see Holzer [1965]). Usually, however,
similar-explosion scaling provides an accurate yield estimate. Its
main disadvantage from a treaty-monitoring viewpoint is that the
verifying party may not have access to data from nuclear explosions
in a medium simular to that in which the test 1n question 1s being
conducted

Analytical modeling —Another possible approach to yield estima-
tion uses analytical models of the shock wave evolution, such as
those proposed by Heusinkveid (1979, 1982}, Lamb [1987. 1988] and
Moes {1988, and Axford and Holm [1957)

The analylical model of Lamb and Moss {see §2) treats the prop-
erties of the ambient medium and the motion of the shock front in a
simplified way that nevertheless includes the most important effects.
The result is a relatively simple analytical expression for the radius
of the shock front as a function of time. The model also gives simple
expressions for the post-shock pressure, particle speed, and density
Such a model 1s a useful tool for studying the evolution of shock
waves 1n galagim media and the dependence of the evolution on the
ambient medium.

The model of §2 can also be used to derive relatively accurate
yield estimates from RVT data, if the required physical properties
of the ambient medium are known For example, Lamb, Callen,
and Sullivan [1990] have shown that the model gives yield estimates
for U S. underground nuclear tests conducted in granite, basalt,
and saturated wet tuff that are within 10% of the official yields of
these events, when realistic Hugoniots and RVT data from only the
hydrodynamuc interval are used.

Like the similar-explosion-scaling algorithm but unlike the power-
law algorithm, yield-estimation algorithms based on the model of §2
can make use of data taken outside as well as inside the insensitive
interval, since the model describes the evolution of the shock wave
throughout the hydrodynamic phase. The model can also be used to
estimate the uncertainty in the yield caused by lack of knowledge of
the properties of the ambient medium, and 18 more convenient than
numerical simulations for analyzing how shock wave evolution s af-
fected by changes in the physical properties of the ambient medium
For this reason, the model was used by Lamb, Callen, and Sulh-
van {1989, and in preparation. see also Callen, Lamb, and Sullivan,
1990] in their investigation of the physical origins of the insensitive
interval

nurlear tests which certamly are not pomt explosions
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Simulated-erplosion scaling — The basis of so-called siumulated-
explosion scaling 1s the same as that of similar-explosion scaling,
namely. the fact that the RVT curves of shock waves produced by
different nuclear tests i1n the same medium frequently are quite
sinular during the hydrodynamic interval, once they have been
scaled using equation (15)

In simulated-explosion scaling, the yield of an explosion of un-
known yield 8 estunated by scaling the RVT curve from a numernical
simulation of an explosion in a similar medium so that it follows the
RVT data measured during the explosion of interest (see, for example,
bigs 10, 11, and 13 of Holzer [1965])  Thas, the simulated explosion
sealimg algonthim sy vlentical to the simular explomon scaling algo
uthm, except that data from a computer sumulation s weed an place
of data from a reference explosion This has the advantage, from a
treaty-monitoring viewpoint, of allowing the verifying party to con-
struct a reference explosion via numerical simulation f 1t does not
have access to field data from a similar explosion but does have a
good model of the equation of state of the amhient medium

A potential difficulty with simulated-explosion scaling 18 that the
equation of state of the ambient medium construeted from laboratory
meastureriients made on small samples may nol accurately reflect the
equation of state of the rock in the field. In part for this reason,
computer simulations that generate reference explosions for use in
simulated-explosion scaling algorithms often make use of “generic”
equations of state, which are based both on laboratory measurements
and shock wave data from actual underground nuclear explosions.
For example, a “quartz” equation of state may be used to simulate
explosions in hard silicate rocks, such as granites, while a “wet tufi”
equation of state may be used to simulate explosions conducted below
the water table in a vanety of tuffs

Like the similar-explosion scaling algorithm, the simulated-
explosion scaling algorithm can make use of data taken outside the
insensitive interval.

Detasled numerical modeling

All the algonthms discussed up to this point wssume that cube root
scaling 18 accurate. However, as we have previously noted, nuclear
tests typically violate the conditions required for cube-root scaling to
hold exactly. This is particularly true for those tests defined as non-
standard by the TTBT protocol. Such tests may have large explosive
canisters or lines of sight without choke sections, may be conducted
in vertical shaft or tunnel complexes or in large cavities, and may
lead to significant transport of energy via radiation even at relatively
large distances from the center of the explosion (see, for example,
King et al. [1989]). Even if a test has a standard vertical ot horizon-
tal geometry, the presence of a geological or geophysical discontinuity
in the hydrodynamic measurement zone may cause a deviation of the
shock wave from spherical symmetry (see Lamb [1988]); violations of
the other conditions that are required for cube-root scaling to be an
accurate approximation may occur as well.

At present, detailed numerical simulations using two- and three-
dimensional finite-difference or finite-element hydrodynamic codes
are the only way one can model nuclear tests in which transport
of energy via radiation is important in the shock-front measurement
zone, in which shock wave evolution in this zone is significantly af-
fected by the physical properties of the hydrodynamic source, or in
which the ambient medium is significantly inhomogeneous. Numer-
ical simulations are also the only way one can model shock wave
evolution beyond the hydrodynamic zone, although in this zone the
predictive power of present constitutive relations for geologic media
and present computer codes is limited.

In addition to the difficulties sometimes encountered in modeling
accurately the equation of state of the ambient medium, which have
already been discussed, numerical simulations of explosions in shaft




86 YIELD ESTIMATION USING SHOCK WAVE METHODS

or tunnel complexes. in media with voids or geophysical discontinu-
ities, or in cavities also have to confront the difficulties involved n
treating accurately the interaction of a shock wave with sharp bound-
aries between different rocks or between rocks and aur

In algorithms based on detailed numerical modehing, a new simu-
lation must be run for each yield considered Hence, estimating the
yield of even a single nuclear test can be computationally intensive

It may be possible to use data taken within a shaft or tunnel com-
plex or cavity, if radiation transport and shock wave propagation
within the complex or cavity can be accurately simulated [t may
also be possible to use data from beyond the hydrodynamac zone, if
reliable constitutive relations are available for the ambient medium
Qbviously, algorithms that make use of such data are not purely hy-
drodynamic

Low- Yield Ezplosions

Tamped underground nuclear explosions as small as a few kilotons
produce shock waves that evolve in the same way as those produced
by larger-yield explosions. However, because the hydrodynamuc zone
for such low-yield explosions ends much closer to the explosive canis-
ter than it does for tests with yields 2 50 kt, the eflects of the canister,
cableways, and open lines of sight on the evolution of the shock front
are generally mote important. Moreover, low-yield tests can be and
often are set off at shallow depths in softer material, such as alluvium,
or in tunnels or cavities. The shock waves produced by such explo-
sions can differ markedly from the models of spherically-symmetric
shock waves in hard rock that are used in most hydrodynamic yield
estimation algorithms. Moreover, the shock waves produced by such
explosions have been observed to differ from test to test. These dif-
ferences are potential sources of error in the yield estimate.

Serious practical, operational, and engineering problems also arise
in trying to use hydrodynamic methods to estimate the yields of
explosions with yields of a few kilotons. For one thing, the sensing
cable must be placed very close to the nuclear charge in order to
sample the hydrodynamic zone Drilling emplacement and satellite
holes 4 meters from one another to the depth at which the explosive
canister is emplaced (2 200 m), which would be required in order to
use hydrodynamic methods to monitor a 10kt test in a standard
vertical geometry, is at or beyond the capabilities of current drilling
techniques.® In horizontal tunnel geometries, the need to take data
so close to the center of the explosion would force placement of the
sensing cahle 30 close to the tunne! wall that the motion of the shock
front along the sensing cable would probably be signuficantly distorted
by the tunael.

The need to make measurements close to the center of the explosion
would also necessitate more stringent restrictions on the dimensions
of explosive canisters, cableways, and open lines of sight, in order to
assure accuracy. Such restrictions might be deemed an unacceptable
interference with test programs. Finally, because the shock front
must be measured at much smaller radii, any errors in surveying the
emplacement and satellite holes or in determining the time of the
explosion and the point of first crush are more important than for
larger-yield explosions

It 18 possible that some of these difficulties could be alleviated by
developing models and algorithma that would aliow routine use of
shock wave position data taken at distances beyond the hydrody-
namic interval, although current experience with such data is not
very encouraging. In any case, these and other potential solutions
to the problems that would be encountered in monitoring low-yield
tests using hydrodynamic methods have not yet been carefully and
thoroughly studied. Thus, at the present time hydrodynamuc yield
estimation methods could not be nused with confidence to monitor
compliance with thr-shold test bans in which the threshold s less
than several tens of kilotons

1%

Accuracy of Shock Wave Methods

What accuracy can be expected froan routine momtoring of the
yields of underground nuclear tests using shock-wave methods” In
our judgment, shock-wave methods hiave not vet been studied in the
United States as widely or as thoroughly as seismic methods  Fur
thermore, very few of the studies that nave been rarried out have
been published in the open literature For »xample the results of the
1988 Joint Vertfication Experiment carried out by the United States
and the Soviet Union have still not been made avaitabie to the public
even though they are fully available to both governments The status
of shock-wave methods in the Soviet Union 1s even less clear. with
essentially no information available 1n the upen Literature. Given the
very limuted information available in the open literature, 1t s all but
impossible to present here a meaningful assessment of the probable
accuracy of shock-wave methods when used as a treaty-monitoring
tool. Nevertheless, the most likely sources of systematic and random
error can be identified

Variations in the contents of the explosive canister can cause sys-
tematic errors in yield estimates based on shock-wave methods. For
example, Moran and Goldwire [1990] have shown, as noted earlier,
that the yields of spherically-symmetric explosions inferred from data
taken in the hydrodynamic measurement zone may differ from the
actual yields by 20%, for the hydrodynamic sources they present as
models of the sources produced by different nuclear explosives and
test geometries. The conclusions of Moran and Goldwire [1990] are
supported by the numerical simulations of Callen, Fiedler, Lamb, and
Sullivan [in preparation), who also find that the characteristics of the
source can affect yield estimates based on hydrodynamic algorithms
Since the contents of the explosive canister are unlhkely to be known
to the verifying party, such differences are a source of uncertainty for
hydrodynamic yield estimates made under treaty-monitoring condi-
tions.

In addition to systematic errors caused by differences between the
assumed and actual properties of the hydrodynamic soutce, any dif-
ferences between the actual and assumed geological and geophysical
properties of the surrounding medium will cause systematic or ran-
dom errors in the yield estimate. For example, incotrect assumptions
about the average properties of the ambient medium, including the
equation of state of the rock, would bias the yield estimate, decreas-
Ing its accuracy, whereas variations in the properties of the medium
on small scales would cause scatter in shock-front position measure-
ments, decreasing the precision of the yield estimate [Lamb, 1988).

Large-scale geological or geophysical structures within the hydro-
dynamic measurement zone can also affect the yield estimate. For
example, the alluvial deposits at the Nevada Test Site are weakly con-
solidated erosion products of the surrounding mountains with phys-
ical properties that vary widely Layers of gravel, the residues of
ancient stream beds, are often encountered in drilled holes. While
most shock-{ront position measurements at NTS behave as expected,
an occasional test has produced irregufar data that defy simple ex-
planation. Such results have been attributed to spatial variations in
the ambient medium [Holzer, 1965] As another example, dissolution
cavities may be present in the carbonate rocks of the Soviet Northern
Test Site on the island of Novaya Zemlya Such cavities, if located
within the hydrodynamic measurement zone and unrecognized or un-
filled, could significantly distort the shock front, thereby biasing the
yield estimate.

Man-made structures within the hydrodynamic measurement zone
can also cause systematic errors in the yield estimate, if they are
not adequately filled or modeled. Such structures may include ver-
tical shafls or honizontal tunnels as well as cavities Other potential
sources of bias include errors in determuning the time of detonation
and the position of the center of the explosion and in determining
the paths of the sensing cables relative to the center of the explosion




SLIFER data have been collected from sensing cables positioned
in the nuclear explosive emplaceinent hiole for many tens of under-
ground nuclear tests, and frony sensing cables positioned 1n satelhite
holes for several tens of tests [U S Curgress. 1988] CORRTEX data
has reportedly been collected from sensing cables positioned 1n the
emplacement hole for ~ 100 nuclear tests. and from sensing cables
positioned 1n one or more satellite holos for a dozen or so tests (U S
Department of State, 1986a. 1986b, LI S Congress, 1983] A very
smali fraction of the SLIFER data has bieen teleased publicly. most of
1t only after having been scaled (assurming the validity of cube.root
scaling) so that the apparent yield 1s 1 kt (see Heusinkveld {1979] and
Heusinkveld [1982]) At present, all CORRTEX data remain classi-
fied

Accotding to the U. S Department of State {1986a, 1986b), hy-
drodynamic yield estimates have fallen within 15% of radiochemu-
cal yield estimatess (at the 95% confidence level), for historic tests
with yields greater than 50kt conducted in the geologic media of the
Nevada Test Site. According to these same reports, hydrodynamic
methods are expected to have an uncertainty of a factor of 1.3 at the
95% confidence level when used under treaty-monitoring conditions
at the Soviet test sites near Shagan River to menitor explosions with
yields greater than 50 kt. However, some scientists familiar with hy-
drodynamic methods believe that the uncertainty could be somewhat
larger (see U S Congress [1988], appendix on CORRTEX).

While one may hope that the uncertainties will turn out to be as
small as J0%, only time and experience will show what the uncer-
tainties actually are. This 18 especially so because the U S nuclear
communitly does not yet have experience with mon:toring tests in ge-
ologic media such as the frozen carbonate and silicate rocks at the
Soviet Northern Test Site on Novaya Zemlya Island, or in monitoring
nuclear tests involving complex geometries, substantial cavities, or
multiple explosions at Soviet test sites.

It has been claimed in Congressional hearings on TTBT and
PNET verification and elsewhere” that hydrodynamic methods
are “direct” whereas seismuc methods are not. In fact, both hy-
drodynamic and seismic methods estimate the yield indirectly, by
measuring the ground motion produced by the explosion In both
methods, the important events are: (1) production of a signal by
the exploding nuclear charge, (2) propagation of the signal to points
more or less remote from the detonation point, and (3) detection
of the signal by sensors at the remote points. Relevant questions
for both methods include how the size of the signal varies with
yield, how well the propagation of the signal is understood, and how
accurately and precisely the signal can be measured

It has also been asserted that use of hydrodynamic methods in and
of itself eliminates the possibility of systematic error or “bias™ (see,
for example, the testimony of J. H McNally in U. S. Senate {1987],
pp. 27 and 99-101). If what was meant is that hydrodynamic meth-
ods do not suffer from “regional sesmic bias™, the statement is true
but trivial, since regional seismic bias obviously ig not relevant to
non-setsmic yield-estimation methods. On the other hand, if what
was meant 18 that hydrodynamic methods do not suffer from bias in
the sense of systemnatic error, the statement is obviously false. Both
hydrodynamic and seismic yield estimation methog: »r: subject to
systemnatic as well aa random errors. Relevant questions are the ex-
pected sizes of the errors, and whether they are 80 large as to be of
coacera.

5. Conclusions

Shock-wave yield estimation methods were developed by the
United States and the Soviet Union primarily as toois for estimating
the yields of their respective nuclear tests These methods make
use of the fact that the strength of the expanding shock wave
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produced by an undergronnd explosion icreases with the yield of
the explosion At present the most accurate yields are given by
algonthms that use ouly data rollected within the hydrodynamc
zone. which extends ~5 (W /1KY ipeters from the center of the
explosion

The evolution of the shock wave within the hydrodynamuc zone
deprnds on the properties of the source and the nature of the sue-
rounding geologic medium Whea hy drodynanuc methods are used
under treaty monitoning conditiuns, the verifying paity's lack of in.
formation about the contents of the rxplosive camster introduces an
uncertainty in the derived yield that may be about 20% for tests
conducted in standard geometries  Any errors or uncertainties in de-
terrining the time of the explosion or the position of the shock [ront
relative to the center of the explosion or in modeling the equation
of state of the ambient medium and the eflects of any natural or
man-made geological or geophysical structures will increase the un-
certainty of the yield estimate For standard tests with yields greater
than several tens of kilotons conducted in ambient geologic media for
which the venfying party has direct experience or good theoretical
models, the uncertainty in yield estitnates may be as small as 30%
Nuclear tests conducted in cavities or in vertical shaft or horizontal
tunnel complexes typically produce more complicated shock waves
Hence the uncertainty 1n the estimated yield of such a nonstandard
test 1s hikely to be greater than for a test conducted in a standard
vertscal or horizontal geometry

The algorithms that have been used to extract yield estimates from
shock-wave measurements within the hydrodynamic zone vary in ac-
curacy and reliability. Even the best hydrodynamic algorithms may
not always be more precise than seismic algorithms, especially if re-
gonal as well as teleseismic phases are used in constructing the seis-
mic yield estimate [Hansen, Ringdal, and Richards, 1990]. Shock-
wave yield estimation algorithms are not aflected by the large-scale
features of the test site or the geophysical properties of the earth
beneath 1t, as seismic algorithms are, but shock-wave algorithma are
more affected than seismic algorithms by local structures that disturb
the evolution of the shock wave, such as tunnels, shafts, and voids,
and geologica! and geophysical discontinuities. Thus, for explosions
with yields greater than several tens of kilotons, shock-wave methods
can complement seismic methods. The yields of such underground
nuclear explosions can therefore be estimated more accurately by
combining the two methods than by using either method alone.

Acknowledgements.—It is a pleasure to thank T. Ahrens, D. Eilers,
R. Geil, M. Heusinkveld, R. Hill, B. Leith, and G. Miller for helpful
discussions of shock wave propagation and yield estimation. The
authors are also grateful to T. Ahrens and W. Moss for carefully
reading a draft of this review and suggesting numerous improvements
This work was supported in part by DARPA through the Geophysics
Laboratory under contract F-19628-88-K-0040

Notes

"The motion of the shock wave changes only gradually and so the
point at which it is said to enter the transition interval is purely
conventional. Throughout the present article we use the convention
that the transition interval begins when the peak density ratio falls
to 80% of ita limiting value.

?Again, the motion of the shock wave changes only gradually and
30 the point at which it is said to enter the low-pressure plastic wave
interval is purely conventional. Throughout the present article we
use the convention that the low-pressure plastic wave interval begins
when the shock speed falls to 1.2 times the low-pressure plastic wave
speed.

3In order to prevent seepage of radioactive gases to the surface, the
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depth of bunial (DOB) of U S tests is at least 120 (b /1kt)!/3m
This requires a DOB of at least 650m for a 150kt »xplosion When
the DOB given by this relation would be relatively small, or in media
with a substantial water coatent, the actual DOB s increased 1n
order to assure con'ainment of radicactive gases The actual DOB of
an explosion at the Nevada Test Site is normally nut less than 200 m
See U. S. Congress [1989]. pp 35-37

*SLIFER s an acronym for Shorted Location Indicator by Fre.
quency of Electrical Resonance

SCORRTEX is an acronym for Continuous Reflectometry for Radius
versus Time Experiments It 1s a nusnomer, since the sampling in
time is discrete

$During preparations for the 1988 U S -Soviet Joint Venfication
Experiment (see U. S. Department of State [1988]), the Soviets stated
that they did not have the technology to drll <atellite and emplace-
ment holes to the required depth (presumably ~ 650 m) while main-
tamning a horizontal displacement within the tolerance (presumably
~ 10 m) required by the United States. As a result, the United States
flew its drill rig and crew to the Soviet test site. See C P. Robinson,
Testimony before the Subcommittee on Arms Control. International
Security, and Science, House Committee on Foreign Aflairs, June 28,

1988.

"See U. S. Senate [1987]; R. B. Barker, at pp. 8. 19, and 89-90;
D. A Vesser, at p. 94; S. R. Foley, at p. 11;:J H McNally, at pp 27
and 99-101; H. A. Holmes, at pp. 5 and 108. See also Robinson [1990]
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An Approximate Analytical Model of Shock Waves
From Underground Nuclear Explostons

F.K LaMms.! B. W. Carten2ann J. Do Scriinvan

Department of Physics und Program in Armys Control. Disarmament. and Internationai Securiy
University of Hlinoos . Urbunag-Champuign

We discuss an approumate analytical model for the hydrodynamue evoluton ot the shock {ront
produced by a sphencally symmetnc explosion in u homogeneous medium  The model assumes o
particular relation between the energy of the explosion. the density of the medium nto which the
shock wave 15 expanding. and the particle speed immediately behind ihe shock front The assumed
relabon s exact for shock waves that are strong and self-similar. Companson with numerical
stmulations tndicates that the relation 1s also approximately valid for shock waves that are neither
stroag aor self-simitar Using the assumed relation and the Hugoniot of the ambr2nt medium expressed
as a relation between the shock speed und the postshock particle speed. one can calculate the radius
and other properties of the shock front as a function of time. The mode! also allows one o investigate
how the evolution of the shock wave 1s influenced by the properues of the ambient medium and how
these properties affect the characteristic radius at which the shock wave becomes a low-pressure
plastic wave The shock front radius versus ume curves predicted by the model agree well with
numerical simulations of explosions in quartz and wet wff and with data from four underground
nuclear tests conducted n granite. basalt. and wet wif when the official yieids are assumed. When the
model 15 used instead to fit radius versus nme data from the hydrodynamic phases of these tests, it
gives yields that are within 8% of the othcial yields when piecewise-linear approximations to the

Hugoniots are used This accuracy is compuarable to the accuracy of other models

1. INTRODUCTION

Shock wave methods have long been used to estimate the
yields of nuclear explosions. both in the atmosphere (see, for
example, Sedov [1946) and Tavior [1950b]) and under-
ground (see, for example. Johnson et ul. [1959] and Nuckolls
{19S9h). All such methods are based on the fact that the
strength of the shock wave produced by an explosion
increases with the yield, all other things being equal. As a
result, the peak pressure, peak density. and shock speed at
a given radius all increase monotonically with the yield.
Hence, by comparing measurements of these quantities with
the values predicted by a mode! of the evolution of the shock
wave in the relevant ambient medium. the explosive yield
can be estimated. Shock wave methods for determining the
yields of underground nuclear explosions are of increasing
interest as one means of monitoring limitations on under-
ground nuclear testing. These methods were first introduced
as a treaty-monitoring tool in the onginal Protocol of the
Peaceful Nuclear Explosions Treaty of 1976 [{/.§ Arms
Control and Disarmament Agency. 1990a]. Hydrodynamic
methods were explored further in o joint U.S USSR vené-
cation expenment (U.S. Depariment of State, 1988) and
have now been incorporated tn new protocols to the Thresh-
old Test Ban and Peaceful Nuclear Explosions Treaties
{U.S. Arms Control and Disarmament Agencv. 1990b).

Most shock wave algorithms for estimating the yields of
underground nuclear explosions have focused on the «o-
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valled hydrodynamic phase [see Lamb. 1988], because the
evolution of the shock wave duning this phase is relatively
simple. The energy released by a nuclear explosion mitially
emerges from the nuclear device as nuclear radiation. fission
fragments. and thermal electromagnetic radiation [see Glas-
stone und Dolan. 1977, pp. 12-25 and 61-63]. At the veny
carliest times, energy 1s carmed outward by the expanding
weapon debris und radiation. As this debnis and radiation
mteract with the surrounding medium, a strong shock wave
forms and begins to expand. The evolution of the explosion
duning this phase can be tollowed using the equations of
hydrodynamics and radiation transport. However, within
-10-100 us. depending on the vield and the composition and
distribution of matter surrounding the nuclear charge. the
vutward flow of energy via radiation become, unimportant.
and the explosion can be descrnibed using the equations ot
hydrodynamics alone. At this point the explosion enters the
(purely) hydrodynamic phase. The radal stress produced by
the shock wave at the beginning of this phase greatly
exceeds the critical stress at which the surrounding rock
becomes plastic, so that to a good approximation the
shocked medium can be treated as a fluid. As the shock wave
expands, it weakens. Lventually. the strength of the rock
can no longer be neglected. the fluid approxtmation fails. and
the hydrodynamic phase ends. Yield estimation methods
that use measurements made dunng the hvdrodvnamic
phase are called hydrodynamic methods.

AN hydrodynamic methods require a model of the evolu-
ton of the shock wave Models in recent or current use
range n sophistication from an emptncal power law formula
that supposes the evolution s completely tndependent ot the
medium [Buss and Larsen, 1977) (see also Heuvinkveid
[1982] and Lumb [1988}) to multidimensional numencal
stmulations based on detailed equations of state (for recent
examples of one-dimensional simulations. see Mosy [ I9KK]
King et ai [1989). and Moran and Goldwire [1990]) When
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detarled equations ot state data are avarlabie. state-ot-the-art
numerical simulations are expected to be highly accurate. at
Jeast for sphencally symmetric, tamped explosions in hoeo-
veneous media Nevertheless, o simple analyvtical model of
the shock wave produced by such explosions that allows one
to determine how the evolution depends on the Hupoemot
and the yield 15 useful for several reasons. First, dewaded
equations of state are avallable only for a few geologic
media. Second. large codes can be run for oniy a hmited
number of cases. Third und most importantiy. an analy tical
model 1s more convenient than numencal simulations tor
analvzing how the evolution is affected by the properties of
the ambient medium.

This 1s the first of several papers in which we investigate
the evolution of the shock wuve produced by a sphenically
symmetnic explosion in g homogeneous medium durning the
hydrodynamic phase. Such a shock wave 5 necessanly
sphencally symmetric Here we investipate a simple analyt-
wal model In this model the compression of the medium at
the shock front 1s treated exactly, using the Ruankine-
Hugomot jump condittons and the Hugoniot of the ambient
medium. The rarefaction of the shocked fluid that vccurs as
the shock front advances 18 treated approumately. via an
ansatz relating the specific kinetic energy of the fluid just
behind the shock front to the mean specific energy within the
shocked volume. This model was proposed by Lamb {1987].
who showed that it 15 exact for strong. self-similar shock
waves. Lamb [1987] also made a preliminary comparnson of
the shock front radius versus me curves predicted by the
model with data from several underground nuclear explo-
sions and numerical simutations. The model was proposed
independently by Mo [1988], who compared its predictions
with particle speed data from underground nuclear explo-
sions and numencal simuiations. Their results showed that
the model provides a useful approximate description of the
shock wave evolution throughout the hydrodynamic phase.
The model is similar n spirit 10 one proposed earhier by
Heusinkveld {1979, 1982] but 1s more satisfactory theoret-
cally and appears to provide a more accurate description of
underground nuclear ¢xplosions, as shown in our zppendix.

In section 2 we hrst discuss the assumptions on which the
model is based, including the unsatz relating the specific
kinetic energy of the fluid just behind the shock front to the
mean specific energy within the shocked volume, Next. we
combine the ansats with the Hugonmiot of the ambient me-
dium expressed as a relation between the shock speed D and
the postshcck particle speed w, to obtain a first-order
ordinary differential equation that describes the motioa of
the shock front. We show that solutions of this equation of
motion can be expressed in terms of simple analytical
functions when the D versus u, relation is ptecewise linear.
Since an arbitrary D versus «, relation can be represented to
any desired accuracy by an appropriate piecewise-linear
relation. the radius versus tme predictions of the model for
an arbitrary Hugomor can alway s be cxpressed as oasum of
simple analyvtical functions. Alternatvelv. the cquaton of
motion can be integrated numencally to find the model
predictions for anv prescribed Hugomot In practice, the
latter approach 15 often more convement. The model also
gives the shock speed. postshock density, postshock particle
speed, and postshock pressure as functions of the shock
front radius or the clapsed ume. the yield of the explosion,
and the Hugoniot of the ambient medium
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In section 3 we assess the accuracy of the model. We his
show that the ansatz s exact for a shock wave that is strong
and scit-similar We then compare this ansatz with results
trom numencal ssimulations and find that it s also remark-
ably accurate tor sphencal shock waves that are neither
strong nor selt-simnlar Finally, we compare the radius
versus ume and pacticle velocity versus radius curves pre-
dicted by the model with the corresponding curves obtained
trom numencal simulations of underground nuclear explo-
sions. We conclude that the model with point source bound-
ary conditions provides a remarkably good description ot the
spherically symmetric shock waves produced by such explo-
NMons.

In section 4 we show that the radius versus time curves
given by the analvticil model of section 2 provide an
excellent description of the field data from four underground
nuclear tests conducted by the United States, despite the
fact that these tests are not pount explosions and that the
ambient media mav be nonumform. Io fact, the model
sometimes describes the Jdata accurately even well beyond
the hydrodynamic phase of the explosion. When the modei
and the Hugoniots of sections 3 and 4 are used to estimate
yields using data from the hydrodynamic phase of these four
nuclear explosions, the resulting estimates are within 8% of
the official yields. For comparison, when the numencal
simulations described in section 3 are fitted to the same data,
the resulting vield esumates are within 9% of the official
vields. Our lack of knowledge of the geometry of these tests,
of the way in which the data was gathered, and, in the case
of one explosion, of the medium i1n which the explosion
occurred makes 1t difficult to assess whether the relatively
small differences hetvieen the vanious yield estimates are due
to errors in the radius versus time data, departures from
spherical symmetry due to asphencity of the source and/or
inhomogeneity of the ambient medium, uncertainties in the
yield standard. or inadequacies of the models. The U.S.
Department of State [1986a, b} has claimed that hydrody-
namic methods are accurate to within 15% (at the 95¢%
confidence level) of radiochemical yield estimates for tests
with yields greater than 50 kt in the geologic media found at
the Nevada Test Site (sce also U.S. Congress. Office of
Technology Assessment (1988, pp. 129-139] and Lamb
{1988]). Thus the analytical model of section 2 appears to be
competitive with other models for purposes of yield estima-
tion. A prehminary account of this work has been given by
Cuallen et al. [ 1990b].

2 MobDEL

in this section we first preseat the fundamental assump-
tions of the model and derive the resulting equation of
motion for the shock front. We then solve this equation of
motion and discuss the scalings allowed by the shock front
radius versus time curve predicted by the model.

Assumplions

The model assumes that the shock wave s purely hydro-
dynamic, that 15, that transport of energy via radration is
negligible and that the stress produced by the shock wave is
much larger than the critical stress at which the medium
becomes plastic. The model assumes further that the me-
dium in which the shock wave 1s propagating 1 homoge-
neous and that the shock wave 1s sphernically symmetne at
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the ume the model first applies  The shock wave theretore
remains spherically symmetne. As the shock wave expands
and weakens, the strength of the ambient medium eventually
becomes important. At this pont the model s no longer
applicable.

Part of the energy released in any nuclear explosion
escapes without contnibuting to the energy of the shock
wave [see Glasstone and Dolan. 1977, pp. 12-13]. Thus the
yield measured by hydrodynamic methods s less than the
total energy released in the explosion. Here we are con-
cerned exclusively with the hvdrodvnamic phase of the
explosion. and h-nce the yield W to which we refer 16 the
so-called hydrodynamic yield. namely. the energy that con-
tributes to the formation and evolution of the shock wave.
The model assumes that W is constant in ume. This 1s
expected to be an excellent approximation Jduring the hvdro-
dynamic phase.

The Rankine-Hugoniot jump conditions express conserva-
tion of mass, momentum, and energy across the shock front
(see, for example, Zei'dovich and Ruizer (1967, chapter 1]).
The model is based on approximate torms of the jump
conditions, which are nevertheless extremely accurate under
the conditions of interest. The model neglects the pressure
po of the unshocked ambient medium in comparison with the
pressure p, of the fluid just behind the shock front. Since p,
is =1 GPa for the times and shock radii of interest. whereas
Po 1s ~20 MPa, neglecting p is an excellent approximation
The model also neglects the specific internal energy ¢, of wie
unshocked medium in comparison with t* . specific internal
energy &, of the fluid just behind the shock front. This
approximation is also highly accurate. since &, is greater
than g, for postshock parnticle specds w, gre e than abont
100 mV/s, and «; is =1 km/s for the imes and shock fron. raai
of interest.

With these approximations, the Rankine-Hugoniot equa-
tions, written in the frame in which the unshocked material
is at rest, become

pD - u) =p,D. (1)

poDu;, =p,. 2)

and

N
3 P (“' -‘) RN TN 3
) Po P :

where D = dR/dt is the speed of the shock front and p, and
p, are the densities just ahead of and just behind the front.
Equation (3) shows that the energy p,(1:p, — 1/p,) acquired
by a unit mass of the medium as a result of shock compres-
sion is divided equally between kinctic cnergy of bulk
motion and the increase in the specific internal energy. The
shock speed D 1s related to the postshuck particle speed u,
by the Hugoniot

D = Dtu,. 4
which depends on the medium.

Without loss of generality. the specific kinetic energy of
the fliid just behind the shock front cun be related to the
mean specific energy within the shocked volume via the
expression
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where /s a dimensionless factor that generalls Jdepends an
the equation of state of the ambient medium und the radius ot
the shock front. A key assumpuion of the model 1~ that © s
tndependent ol the shock front radius R for all shock tront
radi of 1nterest. We assess the vahidity of this ansatz in the
next section, where we show that 1t 1s exact when the ~hock
wave 1y strong and s approvimately vahd throughout the
hvdrodynamic phase of the cxplosion.

The model treats the compression of the ambent medium
at the shock tront exactly. since the jump condiions and the
Hugoniot are correctly incorporated. On the other hand. the
rarefaction that occurs as a shocked fluid element 1s lett
behind by the advancing shock front i1s treated only indi-
rectly. and approximately, via the parameter f. The value of
this parameter depends on the density. velocity. and specific
internal energy distributions within the shocked volume.
distributions that would be deterimined in a full hydrody-
namic calculation of the structure and evolution of the shock
wave. In order to carry out such a calculauon, know ledge or
the equation of state off the Hugoniot (1.e., along the release
adiabat) is required. This requirement 1s sidestepped 1n the
model by assuming that / is independent of R The parum-
eter fis then the only free parameter in the model.

Tha best value of f to use for explosions in a given rock
can re determined by fitting the postshock particle speed
relation (§) (or the relations for the shock speed. shock front
radws, and postshock pressure that follow from 1t) to datu
from numenical simulations or data from actual underground
explosions in that rock. Once f is determined. the mudel
nrovides a description of the properties and evolution of the
shock wave produced by an explosion of any yield in the
same medium.

Predicted Radius Versus Time

With the assumption that f 1s independent of R. the nght
side of equation (4) becomes a4 known function of R, unu
hence equation (4) becomes a first-order ordinary differential
equation for R. This equation can be integrated directly to
determine the radius of the shock front as a funcuion of time.
Solutions of the shock front equation of motion cun be
expressed in terms of simple analytical funcuions when the
shock speed is a lincur or piccewise-linear function ot the
postshock particle speed. as we now show.

Linear Hugoniots.  Expernimental studies of shock waves
in sohids (see, for example. Zel'dovich and Raizer [1967
chapter XI}) have shown that for many matenails the relation
between the speed D of a shock front and the particle speed
«, just behind it is approximately linear for large « . that 1s.

Dtuyy = A~ Bu,. (6

for some constants A and B. In general. the Dt ) relation
deviates from this high-speed relation as the postshock
particle speed falls. If we assume for the moment that Duw )
can be adequately represented by a single linear relation of
the form (6) over the full range of «, that 1s of interest. we
can obtain an interesting and useful analyucal solution for
the mouon of the shock front.

First. for convemience. we introduce the dimensionless
vanables
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where

LW E dmp,AT LA (8
The churacteristic length L and the characteristic ume
Jepend on the medium through the constants p,,. 4 B, und
+ and scale as the cube toot of the vield W Muking use ot
relation 151 and the chatactenstic length L. equation i6)
becomes

DodR G AL LR )

I'his equation shows that the length £ s the radius that

separates the strong shock regime, where D x R 7, from
the low-pressure plastic wave cgime. where D = const. In
nondimensional form. cquation 19) 15

dods = b =ttt (10

The general solution of equation (10) 1y

Pty T hia = hiag, t)

where 7y = 1, Tand v, = R, "L Here Ry is the radius of the
shock front at ¢,, the ume at which the evolution of the
shock wave is first described by the model. The function
Atx) in equation ([T} IS given by

1.2

| -2 -
hl.r)E,x'tln(———l,—)
? E SR S
r 2 1
_E__'Z,mnl(z‘l -1 I (12
‘l.’t() .‘ 3r e )1 -
For a point explosion. x, = 0 at 7, = 0. For such

explosions the funcuon xix,. 7y. 7) defined mmplicitly by
equation ¢} 1) becomes. at small radu (x - 1),

25

xirp =150 r {13)
which i1s the well-known temporal behavior of a strong,
self-similar shock wave produced by a point explosion
[Sedov, 1959]. At large radii ( x >> 1) this function becomes

T = const v T, t14)
which describes a constant-speed plastic wave (this 1s some-
tumes referred to as u bulk wave). Equation (11) thus
provides an interpolation between the strong shock wave
and the low-pressure plastic wave regimes.

Within the assumptions of the model an explosion is
completely defined by its yield W and the ambient medium,
which in turn 1s compietely defined by the quantities pg, 4.
B. and f. The shock front radius versus time curve for an
explosion of any yield 1n any medium can be generated from
the function xt.x,. = . =} by using the relation

Rivv - L «tR,L.1JT. 11T, (s
For a point explosion. this simptlifies to
Ritv = L xtt'Ty, (16)

The radius versus ume curve (15) sausfies a scaling
involving the vield W and the properties A. B. and pg of the
ambient medium. In particular. relation (15) implies that if
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the radius versus tme curve for explosion s kaown, then
the radius versus ume curve for a second explovion ; can he
penerated, provided that pgc A0 B and W oare known for
buth cxplosions und the imtia) radn and umes R0, R
and 7, satisty

ap e

Ry L LR, — ty (I, 100, 17y

Under these conditions, the radius versus ume curve K (1)
for explosion j as given in terms of the curve K (0 tor
expiosion { by the similanty transtormation

Ry okl ] ) (RRY)

The required scahing (175 15 satistied trivially af both explo-
stons are point explosions. The simdanty transtormation (1¥)
can be used to shed hight on the physical ongin of the
so-called “insensitive nterval” and to develop opumal
weighting schemes for radius versus time data (F. K. Lamb
et al. (manuscript in preparation. 1991). for preliminary ac-
counts, see Lamb et ul. [1989] or Callen et ul. {1990u}).

A special case of (18) that we use 1n the next sections s the
case of explosions in 1dentical ambient media. According to
(18), the radius versus ume curves of two such explosions
satisfy

R = (W W) 'Raw! iw ! (19)

provided that

Ro, = (W W) ' 'R, to, = (W W0 T 200

[n other words. the radius versus time curves scale with the
cube root of the yield if the imitial radii and times scale with
the cube root of the yield. This result dlustrates the more
general point that cube root scaling does not follow {rom the
hydrodynamic equations and the jump conditions alone: in
addition, the relevant properties of the hydrodynamic source
must scale [Lumb e1 al.. 1991]. The required scaling of the
source is again ~atisfied trivially 1if both explosions are point
explosions. This is consistent with the known validity of
cube root scaling during the hydrodynamic phase for point
explosions in uniform media [King ¢t al,. 1989. B. W. Callen
et al., manuscript in preparation, 199}].

So far, we have discussed the predictions of the model for
the postshock particle speed u as a function of R (equation
(5)). shock speed D as a function of R tequation (9)). and
shock front radius R as a function of ume (equation ({51,
The mode! also predicts the evolution of other quantities of
interest, including the mass density, specific internal energy,
and pressure immediately behind the shock front. Expres-
sions for these quantities can be obtained trom the jump
conditions (1), (2), and (3) by substituting expressions (5) and
(9) for u, and D.

The predicted postshock mass ..ty is

PR

Py = - (20
! \x“fl'

B-]) Po-

where r = R/L is the dimensionless shock front radius. For
v << 1, p; = {B/(B - 1)]pg. which is the limiting value for
a strong shock wave. For large radii, p, approaches py. as it
must. The predicted postshock specific internal energy 13

AT 1
287

(22)

£y =
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while the predicted postshock pressure gy s

ARy

Pro-opetAT By s 0 i

For small radu v =2 1 py o= pptd- Biv L whereas 1o
large radn. py = py (A By

Arburary Hugomors.  Although for many materuds the
Hugoniot at high parucle speeds (o, cquivalently, at high
pressures) is well described by a single hinear relation of the
form (6), the Hugomot at lower particle speeds usually
deviates from the high-speed refation. If the hnear refution
that 1s valid at high particle speeds could be extrapolated 1o
small w,. the constant 4 would correspond to the Jow-
pressure plastic wave speed ¢, However. such an extrapo-
Lation usually is not valid. In granite, for example. A s about
3 kmis. whereas ¢ ts about 4 ks

Even it the Hugoniot is not hinear over the range of « of
interest. it can still be represented to any dewired accuracy
by a sequence of piecewise-linear segments. In this case.
equation (10) sull describes the mouon of the shock front
within cach segment of the Hugomot. but at each break in
Dtuy). new Hugoniot parameters A and B must be intro-
duced. While 1t is possible to write the radius versus time
curve for a piecewise-linear Hugoniot with an arbutrary
number of segments as a sum of standard functions, in
practice it is more convenient to treat this case by integrating
the shock front equation of motion (9) numericaily.

In integrating equation {9)., we handied the transitions
between different linear segments of the Hugoniot as fol-
lows. The transittons occur at a sequence of fixed points in
1, . which, for » given yield, are related 10 a sequence of radii
by equation (5). Aiier each time step. we computed the new
value of the particle speed from equation (S} and compared it
with the particle speed «; at the juncuon of the (i — 1t
segment of the Hugoniot and the «th segment. When the
newly computed value of «, dropped below « . in the next
integration step, we replaced the constants A, | and B,
that described the previous segment of the Hugoniot with the
constants A, and B, that described the current segment. The
transition points between the different linear segments of the
Hugoniot are not readily apparent in the resulting radius
versus time curve, because steps occur only in the second
derivative of the shock front radius with respect 10 time:
both Ri) and its first derivative are continuous.

The radius versus time curve predicted by the model for
an arbitrary Hugoniot satisies the cube root scaling relation
(19), provided that the initial conditions satisfy equation (20).

3. COMPARISONS WITH ANATL YTICAL MODELS
AND NUMERICAL SIMULATIONS

In this section we assess the accuracy of the model. We
first derive a general expression for the dimensionless factor
/ and show that the constancy of / s evact for a point
explosion in a homogeneous medium when the shock wave
1s strong. (A strong shock wave 1s one i which the speed of
the shock front s much larger thun the speed of sound in the
undisturbed rock, the pressure behind the shock front s
predominantly thermal, and the ratio of the density immeds-
ately behind the shock front to the density ahead of the front
15 close toats hmiting value. Such shock waves have special
properties. In particular. the shock wave produced by a
point explosion 15 self-ssmitar while 1t remains strong {see
Zel'dovich and Ruizer, 1967, chapters | and XII]. The
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condition that a shock wave he stiong s not the same s the
condiion that the shock produce o radial stress greater than
The
Latter s the hvdrodypamic condibion, which s usually satis-
fed for some tume atter the shock wave s no longer strong
tsee section H1 Having shown r 10 be constant when the

the critical stress at which the rock becomes plastic

shuck wave s strong. we then explore the validity of relation
¢St wath 1 constant when the shock s no longer strong. by
compunng predictions of the mode! with numencal simula-
tons of underground nuclear explostons in quartz and wet
utl

Expression for f

In order to evaluate the accuracy of the ansatz that s
constant. we make use of the assumption that the hydrody -
namic energy of the matter interior to the shock frenw s
conserved, that is,

Ry
W=d4nx
0

To turn (24} into a relationship between u, and W. we first
introduce the time-dependent dimensionless radwus € =
r'R(r). Then, the distnbutions ptr. (). utr, t), and etr. 1)
instde the shocked volume may be rewntten, without loss of
generality, as

pir. n[Lwiir 0+ gir. nlr? dr = const.

124y

plro )y = gté, Np . wir. 1) = wif, puyln .,

€lr, 1y = etE. tig (1Y,

where pytr), w ), and g, (r) are the mass density, particle
speed. and specitic internal energy just behind the shock
front (where £ - 1). It will be convenient to express the
postshock mass density p; in terms of the preshock density
py via the dimensionless factor

KIS pyopy. 126)
Using (25) and (26). equation (24) can be rewritten as
w ! e X
— = k) €. [z ujtniw-té 1)
47rR"pl, J:) v 2 i
“E (el E. 1)ET dE
I 3 —I -
= ;u;mme guE. nfw g )
) ¢}
~ elE, N|ET JE. (27

where 1n the final expression we have used (3). Comparison
of (27) with the ansatz (5) gives a useful expression for the
dimensionless factor 1. namely.

) s
/-)=§xmf glé. nw e n - ek n) €7 deE 12%)
of -
1

Equation (28) 1s merely a reexpression of (24) and therefore
v completely general. 1t shows that flr) depends on the
density, velocity, and specific internal energy distnbutions
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within the shocked volume at tume 7. We now investigate the
value of fi7) and 1ts variation with ume

Strong Shock Interyal

Consider for simphicity a pont explosion during the mter-
val when the shock wave 1s strong. As noted above. dunng
this interval the ratio of the density p, behind the shock front
to the density p, ahead of the shock front approaches a
limiting value [see Zel'dovich and Raizer. 1967. p. 708].
Thus « is independent of ume and independent of W in this
interval. Moreover, during the strong shock interval the
shock wave produced by a point explosion 1s self-similar.
Therefore the profiles g. w, and ¢ are also independent of
time and independent of W. Thus f 1s independent of ime
and independent of W 'n the strong shock interval.

For a medium that is adequately described by a Mie-
Gruneisen eguation of state with a constant Grunetsen
coefficient, the value of f'in the strong shock interval ¢an be
calculated by companson with the solution for a selt-similar
shock wave produced by a strong point explos.an [Sedov,
1946, 1959; Tayilor, 1950a) as follows.

The Mie-Gruneisen equation of state assumes that the
total pressure p 1s the sum of two parts: a thermal pressure
pr. which depends on the temperature and density. and a
cold pressure p .. which depends only on the density. thatis,

p=prp. Th~pdpr=ple; ~pip) (29)

where ¢7 is the thermal component of the internal energy
and I is the Gruneisen coefficient (see, for example, Zel'dov-
ich and Raizer [1967. p. 697]). The thermal pressure pr
increases with the strength of the shock. whereas the cold
pressure p_ is bounded, since p approaches a limiting value.
Thus, in the strong shock interval the cold pressure term in
(29) can be neglected [see Zel'dovich and Ruizer, 1967, pp.
708-709]. If in addition the Gruneisen coefficient is constant,
this equation of state has the form considered by Sedov and
Taylor in their solutions.

The dependence of f on I in the strong shock interval can
be calculated from (28) using Sedov’s solution for the
functions «, g(£), wi£), and e(£) (see, for example, Landau
and Lifshirz [1987, pp. 403-406) for explicit expressions for
x. g, w, and ¢). The result is shown in Figure 1. When the
shock wave is no longer strong, or when it never was strong,
a value of f different from that given by Figure | may give a
more accurate description of the shock wave evolution.

Actual nuclear tests are not point explosions but are
generated by asphernical sources of finite size. In part to give
the shock wave time to become more spherically symmetnc,
radius versus time measurements are usually made at scaled
radit - -5 m/kt'”? for tests with yields ~150 kt (at larger
radii, the hydrodynamic approximation is no longer valid).
At these scaled radii. the strong shock expression for f
shown in Figure | is no longer accurate. As we now show, f
=~ (.53 appears to give a relatively accurate description of
the evolution of shock waves in granite and wet tuff over the
interval in radius where measurements are usually made.

Assessment of Particle Speed Predictions

The behavior of f when the shock wave is not strong can
be investigated by comparing the predictions of the ansatz
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Fig. 1. Dimensionless energy partition factor f as a function of
Gruneisen coefficient T for a strong point explosion in a medium
obeying a Mie-Gruneisen equation of state.

(5) with shock wave data from actual and simulated nuclear
explosions.

Lamb [1987] showed that the radius versus time curves
predicted by (4) and (5) agree fairly well with radius versus
time data from a numerical simulation of a nucfear expiosion
in wet tuff by the P-15 CORRTEX Group at Los Alamos
National Laboratory and with field data from the Piledriver
and Cannikin nuclear tests, which were conducted in granite
and basalt, respectively. A more detailed comparison of the
radius versus time curves predicted by the mode! with data
from numerical simulations is presented at the end of this
section. The predictions of the mode! are compared with
field data from underground nuclear tests in section 4.

A more direct test of the ansatz (5) can be made by
comparing the postshock particle speed that it predicts with
postshock particle speed data from nuclear tests and numer-
ical simulations. Perret and Bass [1975] have summanzed a
large collection of particle speed data obtained from under-
ground nuclear explosions. Moss [1988] has shown that
these data agree fairly well with the scaling w, = R
predicted by relation (5), for particle speeds =1 km/s. These
data appear roughly consistent with this scaling even for
particle speeds as low as ~107* km/s. Moss [1988] also
compared the ansatz (5) with postshock particle speeds from
his numerical simulations of 125-kt nuclear explosions in
quartz and wet tuff. He found that for particle speeds
between 1 and 30 km/s, both the radius and the density
dependence of his granite and wet tuff data are accurately
described by relation (5) with f = 0.53.

To assess the ansatz (5) further, we compare it with
postshock particle speed data obtained from simulations of
100-kt nuclear explosions in quartz and wet tuff. These
simulations were performed by the Los Alamos CORRTEX
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Fig. 2. Hugoniot data for SiO» (dots) and two of the represen-

tations used in calculations descnibed in the text. The solid line
shows the piecewise-linear approximation to the full Hugoniot,
while the dashed line shows a simple hinear approximation to the
high-pressure portion of the Hugoniot

group using the radiation hydrocode described by Cox er al.
[(1966]. In order to compare relation (5) with the simulations,
we have had to reconstruct the postshock particle speeds
using appropriate Hugoniots and the radius versus time
curves obtained from the simulations. The radius versus
time curves were kindly provided to us by D. Eilers (private
communication, 1987). '
The reconstruction process can distort the particle speed
curve if the Hugoniot used in the reconstruction differs from
the Hugoniot used in the simulation. Throughout this paper,
when modeling shock waves in quariz e use the Hugoniot
data compiled by King et al. {1989} from several sources
(Chung and Simmons, 1969; Al'tshuler et al.. 1977, Wack-
erle, 1962; McQueen et al., 1977. Ragan, 1984]. These data
are shown in Figure 2. An expanded view of the low-u,
section of the data is shown in Figure 3. When comparing
with the quartz simulations of the Los Alamos CORRTEX
group. we use a piecewise-lincar representation of the data
compiled by King et al.. using their interpolation at low
postshock particle speeds (indicated by the dash-dotted line
in Figure 3). In modeling shock waves in wet tuff, we use the
piccewise-linear Hugoniot given by King et al. [1989], which
is shown in Figure 4. The light solid curves in Figures 3 and
4 show where the postshock pressure calculated from the
jump condition (2) is 15 GPa. For the reasons discussed in
section 4, we adopt this pressure as marking the end of the
hydrodynamic phase. We believe these Hugoniots are very
close to the Hugoniots used in the numerical simulations. but
we cannot rule out the possibility of some distortion.
Figure 5 shows that relation (5) with f = 0.53 provides an
excellent description of the postshock particle speed data
from the simulated explosion in quartz, for particle speeds
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Fig. 3. Expanded view of SiO; Hugomot data at low pressures
(dots) and three representations used in calculations descnbed in the
text. The solid line shows the piecewise-linear approximation to the
full Hugoniot while the dashed line shows a simple linear approx:-
mation to the high-pressure portion of the Hugoniot. The latter 1y
ciearly inaccurate at low particle speeds. The dash-dotted segment
at low u is similar to the approximate Hugoniot used by King er al
[1989] and replaces the corresponding section of the piecewise-
linear Hugoniot when comparisons are made with the numencal
simulations of D. Eilers et al. (pnvate communication. 1987). Also
shown is the isobar at 1S GPa. the pressure we have adopted as
marking the end of the hydrodynamic phase.

from ~30 down to ~0.6 kmvs. Figure 6 shows that relation
(5) with f = 0.53 also provides an excellent description of
the postshock particle speed data from the simulated explo-
sion in wet tuff, for particie speeds from ~40 down to -1
km/s.

On the basis of these comparisons. we conclude that
relation (5) with f = 0.53 provides a good descniption of the
relation between the yield, the mass density of the ambient
medium, the radius of the shock froat, and the postshock
particle speed during the hydrodynamic phase of the explo-
sion, including times when the shock wave is no longer
strong.

Assessment of Radius Versus Time Predictions

In order to assess further the accuracy of the model. we
compare the radius versus time curves that it predicts with
the corresponding curves predicted by numerical simula-
tions of underground nuclear explosions in quartz and wet
tuff. We set f equal to 0.53 and use point source boundary
conditions when solving equation (10) here and throughout
this paper.

Quartz. We compared the present model with the simu-
lation of a 100-kt nuclear explosion in quartz by the Los
Alamos CORRTEX Group. using both a linear description of
the quartz Hugoniot and the more complete piecewise-iinear
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Fig. 4. Hugomot data tdots) for wet twff from King er ul 19891
and two representations used in calculations descnbed 1n the text
The sohd hine shows our precewise-hnear approximation to the fuil
Hugoniot. while the dashed line shows the simple hnear approxima-
tion to the high-pressure portion of the Hugontot. Also shown is the
1sobar at 15 GPa, the pressure we have adopted as marking the end
of the hydrodynamic phase.

description discussed above. These Hugoniots are indicated
by the dashed and dash-dotted lines. respectively, in Figures
2 and 3. The mass density used in the model was the same as
that used in the simulation, namely. 2650 kg/m’.

Figure 7 compares the radii predicted by the model with
the radii predicted by the simulation. The left-hand side of
Figure 7 shows these radii as functions of ume, whereas the
night-hand side displays the relauve difference

R mlt) - Rmodcl“)‘
R\lm(”

(301

between these radii. The dashed curve is the value of & that
results from using the linear description of the Hugoniot in
the analytical model. whereas the dash-dotted curve is the
result given by using the piecewise-linear Hugoniot. When
the linear approximation to the Hugoniot is used. the abso-
lute value of & is less than 5% before 0.7 ms but rises to
~12% by ~5 ms. As expected from the behavior of the
actuai Hugomiot, the radit predicted by the linear approxi-
mation are systematically too large at late times. When the
more accurate ptecewise-linear Hugoniot is used. 81s never
more than |.8%.

Wet tuff. We compared the present model with the
simulation of a 100-kt nuclear explosion in saturated wet tuff
by the Los Alamos CORRTEX Group. again using both a
linear description of the wet tuff Hugoniot and the more
complete piecewise-hinear description of King et al. [1989).
These Hugoniots are indicated respectively by the dashed
and solid lines in Figure 4. The mass density used in the
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kg 5 Peuk particie speed w| versus shock front radius R tor a
100-kt expiosion in Si05 tdots). from a aumencal simulation by D
Eilers et al. iprnivate communication, 1987), compared with the peak
particle speed predicted by the anatyucal model (sohd line). The
analyucal model descnbes the data quite well over two decades of
particle speed. showing that the energy partition ansatz {equation
(S)) 18 retatively accurate.

model was the same as that used in the simulation, namely .
1950 kg/m*.

Figure 8 compares the radii predicted by the analvtical
model with the radii predicted by the simulation. When the
linear approximation to the Hugoniot is used, the absolute
value of & is always fess than 9%. Again, as expected from
the behavior of the actual Hugoniot. the radii predicted by
the linear approximation are systematically too small at late
umes. When the more accurate piecewise-linear Hugoniot 1s
used, the relative difference is never more than 6% and v
less than 2% after 0.6 ms.

Discussion. These comparisons of the radius versus time
curves predicted by the model with the radius versus time
curves predicted by numerical simulations confirm the ear-
her assessment, which was based on companson of peak
particle velocities, that the model with f set equal 10 0.53
provides an excellent description of spherically symmetric
shock waves from underground nuclear explosions in granite
and wet tuff, during much of the hydrodynamic phase.
Therefore we shall adopt this value for f when comparing the
mode! with field data from underground nuclear explosions.

4. CoMpPARISONS WITH FIELD DaTa

In this section we use radius versus time data from four
underground nuclear tests conducted by the United States to
assess the usefulness of the analytical model. The four data
sets we consider are from the nuclear tests code-named
Pilednver, Cannikin, and Chiberta, and from a test that we
call NTS-X, since its official name remains classified. The
radius versus time data from the first three tests were
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100-kt explosion in wet tuff (dots). from 4 numencal simulation by
D. Eilers et al. (private communication. 1987}, compared with the
peak particle speed predicted by the analvtical mode!l isolid line)
Again, the analytical mode!l describes the data quite well over two
decades of parnticle speed. showing that the energy partition ansatz
(equation (5)) is relatively accurate

obtained using the SLIFER techmque [Hewsinkveld and
Holzer. 1964]. These data were kindly provided to us by
Heusinkveld [1986; also private communication, 1987} The
radius versus time data from NTS-X were taken from

Shock front radius R (m)

Time (ms)

Fig 7
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Hewsinkveld {1979) the measurement techmique used (o
obtain these data was not reported. To our knowledge . no
radius versus hime measurements made using the more
recently developed CORRTENX techmique [Vironone oo 2
tur0] are publicly avarlable

Any attempt to compare models or simutations of spheri-

cally symmetnic explosions (n undorm media with data from
underground nuclear tests must confront at the outset the
lact that the shock wave produced by such g test cvobves
from an asphencal soutce ot iintte size into o medwm that -
at least somewhat inhomogeneous [see Lamb 1988 Lambr o ;
al . 191] In comparing the predictions of the model o
section 2 with data trom nuclear tests, we adopt the partic

ular solution that corresponds to a point explosion. | or this
solution. cube root scabing 18 exact. We also assume cube
root scaling is valid when companng the results of the
numerical simulations with data from nuclear tests Since
these simulations follow the shock wave produced by un
imitial source of finite size. cube root scaling 1s at best only

approximately valid for these simulations.

In using cube root scaling, we are tacitly assuming that the
finite size of the source. the asphericity of the explosion. and
any inhomogeneities in the ambient medium have u neghgi-
ble effect. both in the simulations and in the actual test. by
the time the shock front has expanded to the radu at which
the comparison is made. Although shock waves produced b
underground explosions in uniform media do tend to become
more spherical with time, the properties of the source cun
sometimes have a significant effect dunng the hvdrodynamic
phase {Moran and Goldwire, 1990: R. A. Fiedler et 4l .
manuscript in preparation. 1991). Unfortunately. we ure
unable to assess directly the validity of our assumptions.
because we lack detailed knowledge of the sources used in
the numencal simulations, the conditions under which the
nuclear tests were conducted, and the way in which the held
data were collected.
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Comparison of shock front radius versus ime curves predicted by the analytwal model with radius versus

time data from the numerical stmulation of a 100-kt explosion in $10, by D. Eilers et al (private communication. 1987,
(Left) Predicted radn as functions of ime (Right) Relative difference between radu predicted from the S10. simulation
and from the analytical modei The dots 1n the left panel show the results of the simuiation. the dash-dotted lines show
the resuits when the piecewise-linear representation of the full Hugoniot isee Figures 2 and 1) 1s used 1n the analvtical
model. the dashed lines show the results when the simple hinear approximation to the high-pressure portion ot the

Hugoniot (again see Figures 2 and 3115 used
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Companson of shouk frant radius versus time curves predicted by the analytical mode! with radius versus

time data from the numencal simulation of a 100-kt explosion in wet wiff by D. Eilers et al. (private communication,
1987 (Letti Predicted radu as functions of ime. (Right) Relative difference between radi predicted from the SiO,
simulation and from the analytical model The dots in the left panel show the results from the simulation: the sohid tines
show the results when the precewise-hinear representation of the full Hugomot (see Figure 4) is used in the analytwcal
model, the dashed lines show the resuits when the simple linear approximation to the high-pressure portion of the

Hugoniot ragain see Figure 4) 1~ used

We also lack detailed knowiedge of how the othcial yvields
were determined for these four events. In using the official
yields to assess hydrodynamic methods. we are implicitly
assuming that they are accurate and independent of hydro-
dynamic methods. However, the procedure by which official
yields are determined s known to be complex and 15 not
publicly available. It is possible in some cases that the
official yield is actually less accurate than the hydrodynamic
yield estimate. Moreover, tne official yield determination
procedure may make use of information derived from hydro-
dynamic methods. as well as radiochemical and other meth-
ods. If so. the official vield obviously i1s not independent of
the hydrodynamic vield. Furthermore. in some cases the
material properties used to obtain hydrodynamic yield esti-
mates may have been adjusted to give better agreement with
estimates obtained using other methods. The comparisons in
this section show that despite the complexity of underground
nuclear explosions. both the analytical model and the nu-
merical simulations accurately describe the shock waves
produced by the nuclear tests considered here, when the
official yields are used.

A solution of the analytical model is determined by
specifying the Hugoniot, the value of the parameter f, and
the yield. The Hugoniot can in principle be determined from
laboratory measurements made on samples taken from the
emplacement and satellite holes. Unfortunately, if such
measurements were made for the four events analyzed here,
they are not publicly available. Therefore we used genenc
Hugoniot data charactenstic of the ambient medium of each
explosion. For the reasons discussed in section 3. we used
f = 0.53 throughout the present analysis.

We first assess the accuracy of the analytical model in
predicting the radius of the shock front by comparing the
radius versus time curves it gives with radius versus time
data from the four nuclear tests cited abcve. We then
investigate the uscefulness of the model for vield estimation
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by fitting it to radius versus time data from these tests,
treating the yield as the only adjustable parameter.

Radius Versius Time Curves

In companng the radius versus time predictions with ficld
data. we generally used either the subset of the avilabie
data that fell within the hydrodynamic interval defined
below. or. where stated, certain larger data sets. However.
for NTS-X we followed the recommendation of Heusinkveld
[1979] and omitted the first nine data points from our
analysis. For Chiberta the first seven points were inconsis-
tent with each other and with the remaining points. and
hence these seven points were also omitted from our analy-
sis. We now discuss the analysis of each event in turn.

Pilcdriver. The Piledriver event was an explosion con-
ducted in granite at the Nevada Test Site on June 2. 1966,
and had an announced yield of 62 kt [U.S. Depariment of
Energy, 1987]. In modeling this explosion we considered the
simple linear ar 1 piecewise-linear approximations to the
quartz Hugoniot shown by the dashed and solid lines in
Figures 2 and 3, respectively. We assumed that the granite
surrounding the nuclear device had a density equal to the
standard density of quartz, namely. 2650 kg/m’. and that the
yield of the explosion was 62 kt. We then integrated the
differential equation (10) as described in section 2.

Figure 9 compares the predictions of the analvtical modcl
with the data from Piledriver. The left-hand side of Figure 9
shows the radius as a function of ume. whereas the right-
hand side displays the relative difference

’Rddla‘l) - Rmodcl(”)

& = (13)

Rdala“)

between the measured and predicted radn to allow a more
detailed assessment of the accuracy of the model. The
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Companson of shock front radius versus time curves predicted by the analytical model with radius versus

time data from Pilednver. s h2-kt explosion 1n granite. The arrow 1n each panel marks the radius at which the pesk
pressure drops to 15 GPa. which we have adopted as the end of the hydrodynamic phase (Left) Predicted and measured
radii as functions of ime. iRight) Relative difference between measured and predicted radn. The dots in the left panel
show the field data. the sohd hines show the results when the piecewise-linear representation of the full Hugoniot tsee
Figures 2 and 3) 1s used in the analyucal model, the dashed lines show the results when the simpie linear approximaton
to the high-pressure portion of the Hugoniot {again see Figures 2 arnd 3) is used. When the piecewise-linear Hugomot
1s used. the radit predicted by the analytical model differ from the measured radii by no more than 7% over the whole

range of the data.

dashed curve s the result given by the simple linear approx-
imation to the Hugoniot. whereas the solid curve is the result
given by the riecewise-linear description of the full Hugo-
niot.

As expected, the radii given by the simple linear and the
piecewise-linear Hugoniots are very similar at early times
but deviate significantly from one another at later times.
When the full Hugoniot 1s used. the relative difference 8
between the measured and predicted radii is never more than
7% and s less than 4% after 0.6 ms. When the simple linear
Husgoniot is used for all panticle speeds. the absolute value of
8 is less than 7% before 0.6 ms but nses to ~ 1% after 1.2
ms. The radii predicted by the simple linear Hugoniot are
systematically 100 large after 0.6 ms because this approxi-
mation gives shock speeds that are systematically too high
when the particle speed is low (see Figure 3). For reference.
the peak pressure drops to 15 GPa at about 2.8 ms. As
discussed below, we adopted this pressure as marking the
end of the hydrodynamic phase.

Cannikin. The Cannikin event was an explosion con-
ducted in basalt at Amchitka Island, Alaska, on November
6, 1971. The official yield of this event remains classified; the
U.S. Department of Energy [1987) has said only that it was
less than S Mt. The data from Cannikin that were given to us
had been scaled by dividing both the radius and the time
measurements by the cube root of the official yield in
kilotons. If cube root scaling were exact, this would make
the radius versus time curve appear identical to the curve
that would result from detonation of a 1-kt device in the
same medium. As noted above, cube rout scaling may not
always be accurate for underground nuclcar explosions.
However, since the analytical model we are exploring ex-
hibits exact cube root scaling, comparisons of this model
with scaled and unscaled data will give the same result. We
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therefore treated the data from Cannikin as though 1t hud
been produced by a 1-kt explosion.

To construct a Hugoniot for Cannikin. we used the data on
Vacaville basalt obtained by Jones er al. {1968] and Ahrons
and Gregson [1964]. These data and the piecewise-hinear and
simple hinear Hugoniots that we constructed from them are
shown tn Figure 10. We assumed the rock surrounding the
explosion had a density of 2860 kg/m*, equal to the denwint
of the samples measured by Jones et al.

Figure 1! compares the radu predicted by the analytical
model with the radin measured duning Cannikin. Again. the
left-hand side shows the radius as a funcuon of ume.
whereas the night-hand side displays the relative difference
between the predicted and measured radis. When the piece-
wise-linear approximation to the full Hugoniot i1s used. the
magnitude of the relative difference between the radu i~
always less than 37%. When the simple linear Hugoniot i~
used for all particle speeds. the magnitude of & 15 aiso less
than 3% for the entire data set. As in Pilednver. the rudn
predicted by the simple linear Hugoniot are svstematicaliy
too large after 0.4 msbecause this approximation gives shock
speeds that are systematically too high when the particie
speed 1s low. For reference, the peak pressure falls to I8 GPu
at about 0.7 scaled ms. Thus all the radius versus tme data
from Cannikin lie within the hvdrodynamic region

Chiberta. The Chiberta explosion was conducted in wet
tuff at the Nevada Test Site on December 20. 1975 The
official yield of this test remains classified: the (7.5 Depart
ment of Energy [1987] has said only that it was hetween 20
and 200 kt. Using seismic data, Dahlman and Isruelon
{1977, p. 398] estimated that the yield of Chiberta was 160 ke
Like the data from Cannikin, the radius versus time datus
from Chiberta available to us were scaled by the cube root
the official yield. For the reason explained above in connec-
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and Ahrens and Gregvon [1964] and two representations used 1n
catculanons described in the text The solid line shows the mece-
wise-hnear representation of the full Hugomot. whie the dashed line
shows the simple hinear approximation to the high-pressure portion
of the Hugoniot Also shown i the 1sobar at 1S GPa. the pressure we
have adopted as marking the end of the hydrodynamic phase

uon with Canmkin, we treated the data from Chiberta as
though it had been produced by a 1-kt explosion.

In modeling Chiberta. we used the linear and piecewise-
linear approximations to the wet wff Hugomot shown by the
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dashed and sohd hines, respectinels D an Bigure 40 We as
sumed that the tock surrounding the device emplacement
had a density of 190 kg m'

Frgure 12 compares the predictions of the analvocal moded
with the data trom Chiberta, Again, the dashed curve s the
result given by the simple hinear Hugoniot, whereas the sohd
curve is the result wiven by the piecewise-dimear approxima-
tuon to the tull Hugomot. As betore. the radir given by the
WO approxinuiions are very
deviate signtficantly from one another at fate umes. When
the precewise-hincar Hugoniot 1s used., the magnitude of the
relative difference & between the measured and predicted
radit 1s never more than 377 and 1s =192 between 0,35 and
1.6 ms. When the simple lincar Hugoniot s used for all
particie speeds. the absolute vatue of 818 less than 397 before
0 6 ms but increases after this tme, reaching 147 at 1.6 ms.
near the end of the data set. The radu predicted by the simple
linear Hugomot are systematically too small after 0 4 ms
because this approximation gives shock speeds that are
systematically too low for low particle speeds tsee Fipure 4y
For this event. the peak pressure falls below 1S GPa at about
0.5 scaled ms. Thus a large fraction of the radius measure-
ments were made outside the hydrodynamic region.

NTS-X. The event we call NTS-X was an explosion
conducted at the Nevada Test Site. Radius versus time data
from this explosion were reported by Heusinkveld [1979].
who stated that the official yield was 54.2 kt. Heusinkveld
surmised that the ambient medium was saturated wet tuff.
the ambient medium of most tests conducted at the Nevada
Test Site

In modeling NTS-X we assumed that the explosion did
occur in wet tult. We followed the same procedure used 1n
modeling Chiberta, except that we assumed the yield was
54.2 kt. Figure 1} compares the predictions of the analyucal
model with the data from NTS-X. As before. the radn given

similar at carly times. but
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Companison of shock front radius versus time curves predicted by the analytical model with radius versus

time data from Cannkin. an explosion 1 basalt with a vield of several megatons The measurements have been scaled
to show an apparent vield of 1 kt isee text) (Left) Predicted und measured radn as functions of time. (Righty Relative
difference between measured and predicted radi The dots in the left panel show the field data: the solid lines show the
results when the piecewise-linear representation of the full Hugoniot (see Figure 10) 15 used in the analvtical model. the
dashed lines show the results when the simple inear approxmation to the high-pressure portion of the Hugoniot tagain
see Figure 10) s used The analytical mode! with the precewise-linear Hugomot predicts shock front radn that are within

1% of the measured radu over the full range of the data
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by the simple "'n~ .. Hugoniot and by the piecewise-linear
approximation - . the full Hugoniot are very similar at early
times but deviate significantly from one another at later
times. The relative difference §is never more than 5% when
the piecewise-linear Hugoniot is used. When the simple
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Fig. 12. Comparison of shock front radius versus ume curves predicted by the analytical model with radius versus
time data from Chiberta. an explosion in wet tuff with a yield in the range 20-200 kt. The measurements have been
scaled to show an apparent yield of 1 kt (see text). The arrow 1n each panel marks the radius at which the peak pressure
drops to 15 GPa, which we have adopted as the end of the hydrodynamic phase. (Left) Predicted and measured radu
as functions of time. (Right) Relative difference between measured and predicted radii. The dots in the left panel show
the field data; the solid lines show the resuits when the piecewise-linear representation of the full Hugoniot (see Figure
4) is used in the analytical model. the dashed lines show the results when the simple linear approximation to the
high-pressure portion of the Hugoniot (again see Figure 4) 1s used. The analytical model with the piecewise-linear
Hugoniot predicts shoca front radu that are within 3% of the measured radii over the full range of the data.
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Fig. 13. Companson of shock front radius versus ume curves predicted by the analytical mode} with radius versus
time data from NTS-X. assumed 10 be an explosion in wet twff with a yield of 54.2 kt. The measurements have been
scaled to show an apparent vield of | kt (see text). The arrow in each panel marks the radius at which the peak pressure
drops to 15 GPa, which we have adopted as the end of the hydrodynamic phase. (Left) Predicted and measured radn
as functions of time. {Right) Relative difference between measured and predicted radus. The dots in the left panel show
the field data; the solhd lines show the results when the piecewise-linear representation of the full Hugomot rsee Figure
4) is used in the analytical model. the dashed lines show the results when the simple linear approxtmation to the
high-pressure portion of the Hugomot tagain see Figure 4) 1s used. The analytical model with the piecewise-linear
Hugoniot predicts shock front radn that are within % of the measured radii over the full range of the data
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linear Hugoniot is used for all particle speeds, & is less than
5% before 2 ms but increases after this time, reaching 1767 at
6 ms, near the end of the data set. As in Chiberta, the radu
predicted by the simpie linear Hugoniot are systematically
too small after 0.1 ms because thus approximation gives
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shock speeds that are syvstematically too fow for fow particle
speeds (see Figure 4) For reference. the peak pressure talls
betow 1§ GPa at about 2.0 my  As an Chiberta, o large
fraction of the radius measurements were made outside the
hydrodynamic region

Yield Estimation

Having shown that the anulytical model of secton 2
provides a refatively accurate de~cription of the evolution of
the shock waves produced by underground nuclear explo-
sions for several of the geologic media found at U.S. test
sites, we now considerts usefulness in vield estimation. We
do this by adjusting the ussumed yield to give the best fit of
the model to radius versus ume data from the tour US
nuclear tests discussed previousiy.

In order to determine the best fit of the analvtical model to
a given set of radius versus time data. we need a measure of
the goodness of the fit. This should be a tunction of the
difference between the predicted and measured shock front
radu, weighted 1n an appropnate way. Unfortunatelv. the
radius data that we were furnished came without any infor-
mation on the random and systematic errors. In fact. no
error information is available for any of the currently declas-
sified radius versus time data. a large fraction of which 1s
analyzed here.

The absence of error information made it impossiblc to
develop a proper measure of the goodness of the fits and to
determine the uncertainties of the yield esimates. We there-
fore adopted a very simple fitung procedure that allowed us
to determine a best fit vield and to compare fits to tield data
made with the analytical model and with the numencal
simulations of the Los Alamos CORRTEX group. We assess
the accuracy of the yield estimates made with the analytical
model by companng them with the estimates obtained by
fitting numenrical simulations to the same data, an approach
called simulated explosion scaling, and by companng them
with the official yields. The precise algorithm used in deter-
muning official yields is unknown but presumably makes use

i~ the extimated vierd. Vs the number ot data points used
and AR .0 s the root mean-square Jitlerence between the measured and

<ant he nsed o compare the quality ot the fits tor
woas 02K IES Department ot Fuerey . 1987

of radiochemucai and seismic as weil as shock wave mea-
surements. when these are avadable [see Lamb, 198K]

Procedure Forsimphaity . we assumed that all vields are
equally likely a4 priont and that the measurement crrors
follow 4 Gausstan distnibution. Then the maximum of the
iketthood function can be found by numimzing the properls
weighted sum of the mean square ditferences between the
predicted and measured shock front radu (see. for exampic.,
Mathews and Walker [1970. section 14-7]). Since we had no
information on the errors of the individual measurements.
we assumed that the measurements are unbiased and .~
signed them umit weight if they met our selection criteria isee
befow) or zero weight if they did not. The maximum of the
likelithood function 1s then given by the mimmum of the
meusure

I - N
?Z [R‘I/)‘Rn|->dtl"r)j" (3

where the sum runs over the measurements used in the
particufar yield estimate.

The analyucal model and the numenical simulations dis-
cussed in sections 2 and 3 are valid only durning the hydro-
dynamic phase. when the strength of the ambient medium
can be neglected. However. the influence of the strength of
the medium increases gradually as the shock wave weakens.
s0 there 1s no well-defined peak pressure at which the
hydrodvaamic phase ends. Wackerle [1962] found that in
quartz. strength ctfects can be ignored above the crincal
stress. which is about 4 GPa. Studies by Grady er al. [1974]
of quartz at pressures above 15 GPa demonstrated that
strength effects are negligible in this pressure regime. Basait
becomes plastic at a cotical stress of about 4 GPa [Ahreny
and Gregson. 1964). The critical stress for saturated wet tuff
is estimated to be ~1 GPa [Holzer. 1965]. In the present
work we have adopted the convention that the hydrody-
namic phase ends in all these materials when the peak
pressure falls below 15 GPa. This 1s a conservative criterion,

TABLE 2 Yield Estimates for Cannikin
Model Hugoniot W, kt N AR .. M AR, o W
Analvtucal modet hinear basult 0 9RO 154 0 030 003
Analvtical model full basalt (U AN [ 0.020 002
Numercal simulation King et al [1989] $10, 0.99%) [SR 0037 0137

Yield estmates obtained by fitung the model or simulation to measurements made dunng the

hydrods namisc phase of the explosion W, N AR

Tabhle 1
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The data for Cannikin have been scaled so that the apparent vield 1~ 1 ki (see tean)

3 ]
and 3R W /[ have the same meanings as in
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in the sense that the hvdrodvnanie approvmation most ostimated vields using only Jdata taken duning the Boarods

bhely extends to lower peak pressures

When fitting the anabyical model or the simulated eyplo
son n o wet Wil (D0 Bdens et al o private communication.
1987) to held data. we determmed the point at which the
peak pressure fell below 15 GPa uwing the analytical moded
with the piecewise-lincar representations of the tull Hugon-
ots of section 3. When fitung the simulated explosion in S$i0)-
1D Eitens et al., private commumcation, 1987 1o field data.
we determined the point at which the peak pressure tell
below 15 GPa ustng the analvtical model with the approni-
mate Hugoniot adopted by Korg er al. [1989] 10 this model.
Plots of the peak pressure predicted by the analyvtical modcel
are given n the appendix

We are interested in the sccuracy of the analvucal model
when at s used with simple hnear Hugoniots since we use
this approximation in a compamon study of how the evolu-
tton of the shock wave is influenced by the properties of the
ambient medium and how these properties affect the char-
actenstic radius at which the shockh wave becomes a fow-
pressure plastic wave (F K. Lamb et al.. manuscnpt in
preparation. 1991): for a prehminary account. see Lamb o1
al VHOR9Y qod Callen vt al 119904000 We theretore compare
the yields obtamed by titung the anaiy ticat model to the held
data using simple linear approximations to the Hugomots
with the yields obtained using the tull. precewise-hinear
Hugoniots.

Although the analytical modet and the numerical simula-
tions we consider are vahd only duning the hydrodynamic
phase. 1n some cases they may describe the evolution of the
shock wave adequately cven beyond the region where the
peak stress 1y large compured with the cnitical stress of the
medium. Knowing how rapidly these models become 1nac-
curate when used outside the hyvdrodynamic region is impor-
tant for assessing whether they can be used for yvield
estimation when the shock wave within the hvdrodynamic
region s disturbed, cither because the vield s low, causing
the hydrodynamic region to be dose to the device camister,
or because the geometry of the rest s complex [see Lamb,
LOKR]. T order toainvestigate the accuracs ot the analvtical
model when ht to data taken at refatn by Jarce radu, we first

FPABIE 9 Yield |

Mode! Horeoenon i
Analvtical moded frnear wer 1t
Analyhcal modes ol wer ot
Numernical simulatien tull wet tof

Yoeld esomates ortaned vy trnng the snoded
Y

namic phase as defned above and then using two succes
sivelv larger sets of dati, defined by successively wouwer
cutoff pressures. The radius at which the peuk pressire
predicted by the analyvuical model fulls below 4 given pres
sure depends on the assumed vield. Thus the number of Jara
potnts used in evaluating expresswon 132) vanes with the
assumed yield.

Results. The results obtuined by fiting the analvtical
model and numernical simulavions to field data tfrom the
hydrodynamic interval are summanzed 1n Tables 14 The
first column in each table shows which model was used ‘he
analytical model or one of the numencal stmulations Jis-
cussed in section 3. The second column shows which Huwo
niot was used: the simple hincar approximation to the generic
Hugoniot, the precewise-linear representation of the tull
genenic Hugoniot, or the approximate 510, Hugoniot uscd
by King et al. [1989]. The next four columns hst re<uits
obtained by fitting the models with the specified Hugomots
to fieid data from the hvdrodvnamic phase. Shown are the
vield estimate W . the number NV of data points used in the
estimate, the root-meun-square difference in radius

AR
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and the quantity AR . W/, for each ht. The last quanuty
can be used to compare the quality ot the fits achieved tor
the four events. For Piledriver und NTS-X. the vield esu-
mates are given to the nearest 0.1 kt. whereas for Canmkin
and Chiberta, the estimates are given to the nearest 0.005 Kt
Table & compares the results ohtained by fitung the analvt-
ical model to data from the hvdrodynamic interval with the
results obtained by fitting to data sets that include data from
hevond the hydrody namuic nterval.

Not surprisingly. the best agreement between the ofhaa!
vield and the yield extimated by fithing the analy tical model
to the radius versus time datis achieved when o piecewise
lincar representation of the full Hugomot as used and the
model s it only 1o data trom the hvdrodvnamic phise In
this case. the difference between the othaal yvield and the

AR

stimates for Chiberta

LI \ AKX, m AR W,
1 9%y 12 012% h02R
091 47 Ot nholj
NG 4s 0

SRR

o smulation to measurements mede Juring the

hyvdrody mumie phase o the evplosion W N QK. and AR o W, huve the same meunings as in

Table |
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The datis tor Chiberta were caled ~o that the apparent yield s Tkt reee tent
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and AR, W ,"" bave the same meanimes oy n fable |

analyvinal
and 77 tor Chaberta

vield obtained by htung o model as 177 tor
Piedrniver. 87 tor Canmkin. ['he
diference between the vield quoted by Hewsonhveid {1979)
for NS X and the vield obtained by fitting the analviical
madel 1« 87 For companson, the ditferences hetween the
offhicial or quoted vields of these events and the vields
vbtained by fitting the numerical simulations to data from the
hydrodynamic phase are 277, 177 770 and 9.7, respectively
Thus the yield estimates obtaned by titting the analytical
model with precewise-hinear representations of the Hugoni-
ots to datg from the hydrodynanue phases are nearly as
accurate as the yicld estimates obtained by titting the numer-
ical simulations to these same data.

The agreement between the official yield and ¢ vield
estimated by htting the analytucal model with stmple linear
Hugomots to data trom the hvdrodvnamic phases 1s not as
close but s sull remarkably good. For the events in wet tff.
the estimated yields differ from the official or quoted vields
by oonly 9% for NTS-X and 37 for Chiberta. This 15 not
surprising. since the simple hnear approximation to the
Hugoniot 1s nearty 1dentical to the full. piecewise-lincar
representation of the Hugoniot for the particte speeds en-
countered during the hvdrodynamic pha<e in this medium
tsee Figure 4), For the sume reason. the yreld of the Canmikin
event obtained by using the analy ical model with the simple
linear approximation to the basalt Hugoniot differs from the
official yield by only 2% Although the relative difference
AW/!'W obtained using this approximation to the Hugoniot is
smaller than the relative difference obtained using the prece-
wise-hinear representation of the tull Hugomot, the quality of
the fit 1s somewhat poorer, as shown by the size of AR .
isee Table ). However. fur the Piledrniver event the ditfer-
ence between the official yield and the yield obtained using
the simple linear Hugomot 1s 407, much greater than the
difference when the precewise-linear Hugoniot is used. This
18 noui surprising . since the simple hnear approximation to the
S$10, Hugoniot is inaccurate for the particie speeds encoun-
tered during most of the hydrodynamic phase (sec Figures 2
and 3

Consider now the effect on the vield estimates when data
from outside the hvdrodynamic phase are included. A mean-
ingful study of this effect s onlv possible tor Chiberta and
NTS-X. since all or almost all of the available data from
Canmkin and Predniver ie within the hvdrodynamic region.
As shownn Table © the estimated viewd of NTS-X obtained
ustng the analytical model increases from S8 S 1o 664 and
“1.5 kt when data out to peak pressures of 7.8 and 4.6 GPa
are included The differences betueen the latter vields and

the quoted yield of S4 2 kt are 237 and 2%, respectively.
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f-or Chiberta, on the other hand. mcuding data out 1o peak
prossures of 75 and 4 6 GPaincreases the estimated vield
onhy shightly, from 093 to 9970 and 0995 ko The difer
cnces between the fatter vields and the othaad vield of 1 oo
Kt are 397 and 0.5 respectively

Fhe large difference in the sensitivaty of the Chiberta and
NTS-X yield estmates toanclusion of data from outside the
hyvdrodynamic interval is somewhat surprising. since hoth
events supposedhy took place v wet wifl and the datu from
both events extend o approvamately the same scaled nme
(06 makt'y However, as explaned above, we do not
know either the medium or the vield of NTS-X tor certaun
Fuirthermore. we have no knowledge of any spectal vondi-
tions that may have atfected the explosion or the shock wave
radius measurements. There does appear to be a systematic
difference between the hits of the analytical model to these
two events at late tmes. Without more information. we are
unable to determine whether this difference 1s due to some
difference in the events themselves, 1o systematic error in
one of the sets of radius measurements, to systematic error
in the Hugomot we have used. or to inaccuracy of the
analytical model when 1t s used so tar outside the hvdrods -
namic reglon.

S, SUMMARY AND CONCLUSIONS

We have explored an approximate analytical model of the
evolution. during the hydrodynamic phase. of the shock
wave produced by u sphencally symmetric explosion in a
homogeneous medium. The cquation of motion for the shock
front treats the compression of material at the front exactiy.
ustng the Rankine-Hugomot jump conditions and the Hugo-
not of the ambient medium. The rarefactuion behind the
shock front is treated only approximately through a param-
eter f that Jdescribes the distribution of the fluid vanables
within the shocked volume. A keyv assumption of the model
is that f remains constant throughout the evolution ot the
shock wave. The model predicts the evolution of the particle
speed. shock speed. mass density. pressure, and specific
internal energy immediately behind the shock front. as well
as the shock front radius as a function of ume. For a point
explosion the model exhibits cube root scaling, 1 accor-
dance with the conservation laws for sphencally symmetnc
point explosions in uniform media [see King et al.. 1989: B.
W. Callen et al.. manuscript in preparation, 1991].

We have shown that the parameter f, which relates the
specific kincuc energy of the fluid just behind the shock front
to the mean spectfic energy within the shocked volume. 1~
constant when the shock wave 15 strong and self-similar. By
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companng the relation involving + with resulis from numer-
ical simulations of underground nuclear explosions in quarts
and wet tuff, we have shown that it s alse remarkably
constant even when the shock wave 1s no longer strong. for
explosions in these media. Furthermore. we find that the
value of f is relatively independent of the ambient medium
and that f = 0.53 adequately reproduces the particie speed
curve cxtracted from the numencal simulations. n agree-
ment with the previous results of Mosy [198%8].

The radius versus time curves predicted by the model for
a point explosion are in excellent agreement with the shock
front radii measured during underground nuclear tests in
granite, wet tuff, and basalt, when the official yields are
assumed and f is set equal to 0.53. If the model is used with
a piecewise-linear approximation to the Hugoniot, the larg-
est differences between the predicted and measured radit
range from 39 to 7% for the different events. Even when the
model is used with a simple linear approximation to the
Hugoniot, the shock front radi that it predicts agree ex-
tremely well with the measured radi for the events in wet
tuff (Chiberta and NTS-X), where the differences are less
than 3% and 6%, respectively. during the hydrodynamic
phase. For the events in basait (Cannikin) and granite
(Piledriver) the high-pressure approximation works less
well, but the differences in the predicted and measured radi
are still less than 14% during the hydrodynamic phase. The
average differences are substantially less in all cases.

We have shown that the model can also be used to
estimate the yields of underground nuclear explosions. with
good results. When the analytical model is used with point
source boundary conditions and a piecewise-linear represen-
tation of the Hugoniot. the yields obtained by fitting the
radius versus time data from the hydrodynamic phase of the
explosions are within 8% of the official yields. For compar-
ison, the yields obtained by fitting numerical simulations
carried out by the Los Alamos CORRTEX group to the same
data are within 9% of the official yields. Thus the yield
estimates obtained using the analytical model are nearly as
accurate as the yield estimates obtained using the numerical
simulations.

More generally, the U.S. Department of State has claimed
that hydrodynamic methods arc accurate to within 159 (at
the 95% confidence level) of radiochemical vield estimates
for tests with yields greater than 50 kt in the geologic media
in which tests have been conducted at the Nevada Test Site
(U.S. Department of Stute [1986a, b}. see also U.S.
Congress, Office of Technology Assessment [1988] and
Lamb [1988]). Thus the analytical model appears to be
competitive with existing models for estimating the yields of
underground nuclear tests conducted in relatively uniform
media.

In a future paper (F. K. Lamb et al. manuscript in
preparation, 1991), we will usc the analytical model studied
here to investigate hydrodynamic yield estimation algo-
rithms more fully. including optimal weighting of radius
versus time data (a preliminary account of this work has
beei given by Lamb et al. (1989] und Callen et al . 11990a}).
In a subsequent paper (B. W. Calien et al.. manuscript in
preparation, 1991), we will analyze the vahdity of cube-root
scaling for spherically symmetric underground nuclear ex-
plosions, using similarity transformation methods and nu-
merical simulations to explore the etfects of source size and
composition.
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APPENDIX COMPARISOS Wity HicsSINKYVELD S Mo

In this appending we compare the approximate analy tical
model of section 2 with the approvimate mode! proposed by
Heusinkveld (1979, 1982} Both models neglect the specific
internal energy and pressure of the ambient medium  Both
also predict radius versus time curves that eshibit the
temporal behavior characteristic of a strong. selt-similar
shock wave at early times. then enter a gradual transition
pertod. and finally ¢xhibit the temporal behavior of o jow.
pressure plastic wase. However, Heusinkveld s model dit-

fers from the model of section 2 in several important
respects.

First, Heusinkveld assumed that the internal energy per
unit volume just behind the shock front. namely ¢, = p,¢ ;.

1s a constant fraction /,, of the total energy per unit solume
within the shock front. that 1.

e =Y uyWanR' (AD)
In contrast. the model of section 2 assumes that the specific
kinetic energy of the fluid just behind the shock front i< a
constant fraction f of the -otal specific energy within the
shock front (see equation (3)): the specific internal energy
just behind the shock front is equal to the specific kinetic
energy there (see equation (3)).

Second. Heusinkveld's model satisfies only the momen-
tum jump condition (2). whereas the model of section 2
satisfies all three jump conditions (1), (2), and (3). In place of
the specific internal energy jump condition (3). Heusinkveld
assumed that the pressure just behind the shock front s
proportional to a constant coefficient I’ times the energy per
unit volume there. that is,

py =Fey. A
As noted 1 section 3. this is the strong shock limit of the
Mie-Grineisen equation of state when the Gruneisen [" does
not depend on the density. It may be an adequate description
of the equation of state of the shocked medium. provided
that the Griineisen [ is independent of density and the shock
wave is strong. However. the shock waves produced by
underground nuclear explosions are relatively weak dunng
much of their hydrodynamic phase {see Lamb. 1988 Lumb
et af.. 1991}.

Heusinkveld also assumed a simple linear relauon be-
tween D and u, of the form (6). However. the jump
conditions (1), (2). and (3). the equation of state (A2). and the
D versus u, relaton (6) are mutually inconsistent. For
example, if one accepts the mass flux jump condition (1). the
momentum jump condition (2). and the ansatz (Al). one
finds that the energy jump condition (3) is inconsistent with
a linear ) versus u«, relation. Ahternatively, if one accepts
the D versus «, relation (6). one s ted to the Hugoniot [see
Zel'dovich and Raizer, 1967, p. 710]

ANV, - V)

7. (A3)
[BV — 1B - 1'Vy)°

PtV =

which 1s inconsistent with the jump conditions (1), (2). and
13) and the equation of state (A2).

Heusinkveld's model gives expressions for the shock
speed. the radius versus time curve. and the postshock
pressure, postshock particle speed. and postshock internal
energy that are qualitatively different from the expresstons
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Fig. Al. Comparison of the shock front radii predicted by the
analytical model of section 2 (solid line) and the model of Heu-
sinkveld [1982) (dashed line) with radius data (dots) from a numerical
simulation of a 100-kt explosion in StO, by D. Eilers et al. (private
communication, 1987). The piecewise-linear representation of the
$i0, Hugontot shown in Figures 2 and 3 was used in both modeis.
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Fig. A2. Companson of the shock front radii predicted by the
analytical model of section 2 (solid line) and the modei of Heu-
sinkveld [1982] (dashed hine) with radius data (dots) from a numerical
simulation of a 100-kt explosion in wet tuff by D. Eilers et al.
(private communication, 1987). The piecewise-linear representation
of the wet tuff Hugontot shown in Figure 4 was used in both models.
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wven hy the model of sechon 2. For example, by equating
the pressure given by expression (A2) with the postshock
pressure given by the momentum jump condition (2) and
making use of the ansatz (A1), Heusinkveld obtained a
quadratic equation involving the shock speed. The solution
of this equation 1s

(A4)

where

9= I BWimpyAH)'3 (AS)

1s a characteristic length. analogous to the charactenstic
length [. defined 1n equation (8). Expression (A4) is qualita-
tively different from equation (9), the relationship predicted
by the . .del of section 2. The radius versus time curve
predicted by Heusinkveld's model can be obtained by nu-
merically integrating equation (A4). (Although Heusinkveld
assumed a simple linear D versus u, relation, an arbitrary D
versus u, relation can be treated to any desired accuracy by
using a piecewise-linear approximation, as described in
section 2.)

Even though the model of section 2 is self-consistent,
whereas Heusinkveld's model is not, both are approximate.
Thus their usefulness is best evaluated by companing their
predictions with data from nuclear tests and/or numerical
simulations. We show here comparisons of the predictions of

Postshock particle speed u, (km/s)

0.1 e
10

Shock front radius R (m)

Fig. A3. Comparison of the peak particle speed predicted by the
analytical mode! of section 2 (solid line) and the model of Heu-
sinkveld [1982] (dashed line) with peak particle speeds (dots) from a
numerical simulation of a 100-kt explosion in SiO, by D. Eilers et al.
(private communication, 1987). The piecewise-linear representation
of the Si0, Hugoniot shown in Figures 2 and 3 was used in the
model of Heusinkveld. The peak particle speed predicted by the
analytical model of section 2 is independent of the Hugoniot and
scales as R 732
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Fig. A4. Comparison of the peak particle speed predicted by the
analytical mode! of section 2 (solid line) and the model of Heu-
sinkveld [1982) (dashed line) with peak particle speeds (dots) from a
numerical simulation of a 100-kt explosion in wet wff by D. Eilers et
al. (pnvate communication. 1987). The piecewise-linear representa-
tion of the wet tuff Hugoniot shown in Figure 4 was used in the
model of Heusinkveld. The peak parucle speed predicted by the
analytical mode! of section 2 is independent of the Hugoniot

the two models with data from numencal simulations for
three reasons. First, the initial conditions of these simula-
tions approach that of point explosions, a simple case that
the two models each describe. Second, we lack detailed
knowledge of the conditions under which the nuclear test
data were obtained (see section 4). Third, the simulations
have reportedly been validated by extensive comparison
with data from underground nuclear tests.

In comparing the two models with the results of simula-
tions, we wish to make a consistent choice of model param-
eters. We do this by forcing agreement between the two
models at the beginning of the explosion, as follows. At early
times, the radius versus time curve given by Heusinkveld's
model displays the t¥® dependence characteristic of u
strong, self-similar shock wave. that is.

Rylt) = (1SUfyBWit6mpgi' 0%, (A6)

On comparing this curve with the carly time curve given by
the model of section 2, namely,

Ruy = (ISFB*Wilbmpy 175, (A7)

we see that if ['f,, is set equal to /B, the two models will give
identical results at the beginning of the explosion. In the
comparisons that follow, we do this.

Figures Al and A2 compare the radius versus time curves
predicted by the two models for explostons in quartz and wet
tuff with the data from the simulated explosions in these
media that were described in section 2. For the explosion in
quartz, we used ['f, = 0.325. whereas for wet tuff we used
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'y = 0 299. For comparison. Heusinkveld obtained [ 1,
0.7% for explosions in alluvium and wet tuff and 1.03 tor
explosions in gramite by fitung his model to the particle speed
duta of Perret and Bass [1975] at relatively late times. had we
used these values in the comparisons. the discrepancies
between Heusinkveld's modet and the simulations would
have been much greater. Although the radius versus ume
curves are integrals of the shock speeds predicted by the
models and hence tend 10 smooth out differences. the curve
predicted by the analyucul model of section 2 agrees better
with the simulations than does the curve predicted by
Heusinkveld's model.

Additonal and more decisive compansons can be made
between the postshock pressures and particle speeds given
by the models. On substituting equation (A4) into the D
versus «) relation (6), one finds that Heusinkveld's mode!
predicts the postshock particle speed

A 8w '
u|H=h (I+ fH‘ 3 -1 (AK)
2B TPy A R
At small radu, (A8) becomes
ull = (30f,Wianp,BRY)':,  Reg (A9

Thus. «{f has the same R dependence at small radu as that
given by the ansatz (5) of section 2. once I['f has been set
equal to fB. However. at large radii the postshock particle
speed predicted by Heusinkveld's model scales with radius
according to

¢ «

Si0, |

Postshock pressure p, (GPa)
SN
r—
'
5‘
(eqy) ‘d amnssad yaoys-1sog

Shock front radius R (m)

Fig. AS. Companson of the peak pressure predicted by the
analytical model of section 2 (solid hinet and the model of Heu-
sinkveld [1982] (dashed line) with peak pressures tdots) trom
numerical simulation of a 100-kt explosion in $10; by D. Eilers et ui
tprivate communication. 1987). The numerical results are more
consistent with the R~ ¥ variauon at large R predicted by the
model of section 2 than with the R~} vanauon predicied by the
model of Heusinkveld.
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Fig. A6 Comparison of the peak pressure predicted by the

analvtical model of sechon 2 (solid line) and the model of Hen-

unkveld [1982] tdashed line) with peak pressures (dots) from a
numerical simulation of a 100-kt explosion in wet tuff by D. Eilers et
al. {pnivate communication. I‘fﬁ"') Again. the numerical resuits ure
more consistent with the R '~ vanation at large R predicted by the
model of section 2 than with the & ' varation predicted by the
model of Heusinkveld

wl =, W mp, AR R>q. (AT
Figures A3 and A4 compare the postshock particle speeds
predicted by the two muodels with those derived from the
simulated explosions in quartz and wet tuff. The R '
dependence predicted by the model of section 2 agrees much
better with the particie speed data at late times than does the
R} dependence predicted bv Heusinkveld's model. In
particular. there 1s no evidence of the break n the slope of
the u, versus R curve atl R = g¢ that 1s predicted by
Heusinkveid's model.

The postshock pressure predicted by Heusinkveld's
model is given by (A1) and (A2} and is

py = 3IfuWianR?. (Al

In contrast, the model of section 2 predicts that the post-
shock pressure falls off as R ' for R =< L but is propor-
nonal to R "' for R = L (see equation (23)). Figures AS
and A6 show that the pressure data derived from the
simulations show such a break at about the right radius.
demonstrating that the model of section 2 15 in better
agreement with the simulations than s Heusinkveld's model.

Perret and Buass [1975] show that pressure data from
explosions in several geologic media are well fit by R ~° %
out to distances of 8 m W' " at which point a clear break
occurs. At distances bevond this break, the data are better
described by R "7 This large R behavior is more in
keeping with the analy tical model of section 2 than the R
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dependenve ot all distances predicted by Heasinkveld s
muodel

The predictnions of the two modeds differ signsticantiy well
hetore e assumptions of the model discussed i section 2
hecome mnvalid. As discussed in section 4. the hydrody nanie
phase extends ot out to the radius at which the
postshock pressure has falten 1o 15 GPa. Obviously | the
ambient pressure ot 20 MPa can be neglected throughout the
hydrodynamic phase. As noted 1n section 2, the ambient
specific internal energy can be neglected for particle speeds
vreater thun 0.1 knies: Figures A3 and A4 show thut the
postshock particle speed v actually 1 kms or greater
throughout the hvdrody numic phase. Figures Al-A6 <how
that the differences between the two models are already
stgnificant at 10 m and increase dramatically at Lirger radn.
whereas the postshock pressure falls to 1S GPa a1 25 mon
quartz and 22 man wet tff. At 25 mon quartz. the peak
particle speed predicted by the model we discuss falls right
on the curve predicted by the numerical ssmulation and i3 2 S
tumes larger than the peak parucle speed predicted by
Heusinkveld's model, which s far below the curve predicted
by the simulation.

These comparnisons show that the model of section 2.
which fully incorporates the Rankine-Hugontot jump condi-
nons and does not assume any particular equation of state,
also agrees better with the radius versus time curves and the
postshock particle speed and pressure data derived from the
simulated explosions than does the model proposed by
Heusinkveld.

least
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INSENSITIVE INTERVAL IN THE EVOLUTION OF SHOCK WAVES FROM EXPLOSIONS®

B. W. CALLEN, F. K. LAMB, and J. D. SULLIVAN

Department of Physics, University of Illinois at Urbana-Champaign, 1110 West Green Street, Urbana,

IL 61801, US.A.

There is empirical evidence that the radius of the expanding shock front produced by an explosion
in silicate rocks is relatively insensitive to the particular rock but fairly sensitive to the yield during
part of the hydrodynamic phase. By using an approximate but relatively accurate analytical model for
shock wave propagation, we show that the existence of this tnsensitive mnterval is likely a consequence
of correlations between certain properties of silicate rocks.

1. INTRODUCTION
The initial speed of the shock wave generated by
an underground explosion increases with the yield
of the explosion, other things being equal. As a
result, the radius of the shock front at a given time
is greater for explosions of greater yield. lHence,
measurements of the radius of the shock front us-
ing CORRTEX! or other techmques can be used
to estimate the yield, provided the dependence of
the radius vs. time curve on the properties of the
ambient geologic medium is understood. In prac-
tice, the yield of an explosion is estimated using
an algorithm, by which we mean a particular pro-
cedure for comparing radius vs. time data with a
model of the motion of the shock front. If there
exists an interval in time during which the radii
of shock waves in all media of interest are similar
for explosions of a given yield, it is advantageous
to use the data in such an tnsensitive interval

In fact, there is empirical evidence that the ra-
dius of the shock front 1s relatively insensitive to
the ambient medium toward the end of the hydro-
dynamic phase of shock wave evolution, for the
rocks within U.S. nuclear test experience, which
are mostly silicates. This is illustrated in Figure 1,
which shows typical radius vs. time curves for ex-
plosions of the same yield in two such rocks. The
curves approach each other gradually, cross, and
then separate gradually. Because the curves in-
tersect at a small angle, the insensitive interval is

not sharply defined.
“Suppeorted in part by DARPA through AFGL un-

der Contract F-19628-88-K-0040.
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Despite widespread use of algorithms that use
data in the insensitive interval, the physical rea-
son for the existence of such an interval and the
extent to which it would persist for shock waves
in a more diverse collection of geologic media has
been unclear. We show that the existence of an
insensitive interval is most likely a consequence
of correlations between certain propertics of the
rocks in question. To demonstrate this we use
an approxhmnate, analytical model for the propa-
gation of the shock wave.

2. ANALYTICAL MODEL
We consider here a simple model of the spherical
shock wave produced by release of a very large
amount of energy in an infinitesimal volume (a
point ezxplosion) in homogeneous rock. For many
materials, the relation between the speed D of a
shock front and the particle speed u just behind
it is approximately linear for large u, that is
dR;

D = —

T M

= A; + Biu,
where A; and B; are constants.? Here the sub-
script 1 denotes the material. We shall assume
that D{u) can be adequately represented by a sin-
gle linear relation of the form (1) over the range
of u that is of interest.

We shall also assume that the particle speed
Just behind the shock front is related to the yield
W; of the explosion by the expression3*

%o ()P () = fiW5, (2)




Radius of Shock Front (m)

FIGURE 1
Radius vs. time curves for simulated explosions of the
same yield in two different silicate rocks.

where R;(t) is the radius of the shock front at
time t, po; is the mass density of the rock in its
unshocked state, and f; is a dimensionless factor
that describes how the energy of the explosion is
partitioned between kinetic energy of bulk motion
and internal energy, and depends upon the varia-
tion with position of the velocity, density, and in-
ternal energy of the shocked material. In general,
fi is a constant when the shock wave is strong, but
changes somewhat as the shock wave weakens.3*
In this analysis, we shall assume that f; can be
treated as constant for the times of interest.

Given these assumptions, equation (1} with u
given by equation (2) can be integrated analyti-
cally. First we rewrite equation (1) in terms of the
dimensionless variables®

r=R/L; and T={/T;, (3)
where
3fiw:B2\'/? Li
L= Ll d T;, = —. 4
L. (———W'_ - ) wd T=2 (4)

In terms of the non-dimensional variables (3),
equation (1) becomes
dzr

dr

1
=14 = (5)
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The solution of equation (5) is®

1 r+2yz+1
-1 _— ) =
Tt3 "(z-ﬁ+1)

Sl (5] o

At small radii (z < 1), this solution reduces to
z(7) = (5/2)/37/3 (M

which is the behavior of a strong, self-similar
shock wave.5 At large radii (z 3 1), the solution
becomes

8)

which describes a constant-speed plastic wave.
Equation (6) agrees quite well with field data and
numerical simulations.34:6.7

Within the assumptions of the present model,
any explosion is completely defined by its yield W;
and the four parameters characterizing the am-
bient medium: pg;, A;, Bi, and f;. The radius
vs. time curve for any explosion can be generated
from the function (6) by applying the similarity
transformation

Ri(t) = Li z(/T0). 9

Equation (9) also implies that if the radius
vs. time curve for explosion i is known, then the
radius vs. time curve for any other explosion j can
be generated, provided that p, A, B, f,and W are
known for both explosions. The radius vs. time
curve R;(t) for any explosion j is given in terms
of the radius vs. time curve R(t) for explosion i
by the similarity transformation

R;(t) = (L;/Li) R(Tit/T;) .

The approach outlined below depends only on
the existence of a similarity transformation of the
form (10), and not on the particular values of the
characteristic scales L and T, or the particular
form of the function z(r).

T(Z) =

z(7) = const. + 7,

(10)

3. INSENSITIVE INTERVAL

To formulate a more precise definition of the in-
sensitive interval, consider the shock waves pro-
duced by an explosion of the same yield in two dif-
ferent media i and j. The difference between the
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resulting radius vs. time curves ;(t) and R;(t) at
time ¢ is

AR (t) = Iu(1) — Ry(t). (11)

We define the insensitive time ty as the time at
which the yield estimate 1s least sensitive to the
ambient medium, for media in the collection of
interest. Given a criterion for the maximum ac-
ceptable yield error, the extent At of the “insen-
sitive interval” can be calculated from the way
in which |[AR,;(t)]?, averaged over the collection,
varies with time about tg.

One can calculate ty and At for a collection of
n different media by applying standard statisti-
cal techniques. However, analysis of a collection
of two different media captures the most impor-
tant features of the problem and is considerably
more transparent; hence we summarize those re-
sults here.

We assume that R;(t) and R;(t) cross at one
and only one point (cf. Figure 1). At the cross-
ing point, any monotonically increasing function
of |[AR,;(t)] is a minimum. Thus, the insensitive
time t{; is the root of the equation

AR;(t) = 0. (12)

If the curves R,(t) and R;(t) are generated from
a curve z(r) by similarity transformations of the
form (9), then

ARi; = Liz(ri) — Lj z(7;), (13)

where 1, = t/T; and r; = t/T;. Note that the
dimensionless times r; and 7; that correspond to
the same time t are in general different for the
two media.

If z(7) varies sufficiently slowly in the region of
interest, we can relate z(7;) and z(7;) by expand-
ing both in a Taylor series about

‘f,'j = %(T.'+Tj). (14)

Then to first order in 7y — ¥i; and 7; ~ 7;;, the
condition AR;;(tY;) = 0 becomes

0(1_’8) = M.‘j s (15)
where
dinz T, AL
= d M, =124 1
a(r) T and M, BT, (16)
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FIGURE 2
Plots of L; vs. T; for rocks typical of those found at
U.S. nuclear test sites.

and
ALj=L;-L; and Li=3(Li+L;). (17)

The definitions of AT;; aqd 7_},' are similar to the
definitions of AL,; and L;;. Equation (15) de-

termines the dimensionless time #8. Note that

the left side of equation (15) depends only on
the properties of the medium-independent func-
tion z(r), while the right side depends only on
the properties of the two ambient media.

For the z(7) given by equation (6), the log-
arithmic derivative ar) increases monotonically
from 0.4 to 1 as 7 increases from 0 to oo [see
egs. (7) and (8)]. Thus, there can be at most one
crossing point. The radius vs. time curves R,(t)
and R;(t) cross if and only if

Figure 2 shows a plot of the characteristic lengths
L; vs. the characteristic times T;, for a collec-
tion of silicate rocks typical of those found at
US. nuclear test sites. The values were calcu-
lated from equations (4), assuming f; = 0.53 for
all the media.3*7-8 The data points all lie close to
the curve L = 3.207°%4%, for whichdIn L/dInT =
0.49. This suggests that M;; should be ~0.49 for
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all pairs of media in this sample. In fact, the
mean value of M;; for the media in Figure 2 is
0.53; most of the M;; cluster near this value and
all lie in the range 0.3-0.7. Moreover, the second-
order correction to a(7i;) is 0.05 or less for these
media. Thus, for a point explosion in homoge-
neous rock, the above analysis predicts an insen-
sitive interval near the time when a(7ij) =~ 0.53.
This result is in good agreement with the empiri-
cal observation® that there is an insensitive inter-
val where o = 0.48.

4. DISCUSSION AND CONCLUSIONS

The analysis presented here is approximate in sev-
eral respects. First, the solution (6) for a point ex-
plosion in a homogeneous medium is only approx-
imate, although it agrees well with both particle
speed data and with radius vs. time data over a
broad interval in time. Second, in computing the
values of L; and 7T; plotted in Figure 2 we have
assumed that f; = 0.53 for all these media. While
the actual values of f; may be similar for these
rocks,? they are not expected to be identical. The
values of L; and T; can easily be corrected for
differences in f; once the best values of f; have
been determined. Third, actual shock waves are
not produced by spherically symmetric point ex-
plosions. Although the shock wave produced by
an aspherical source of finite size will evolve to-
ward a spherically-symmetric, self-similar wave if
the shock front envelops a mass much greater than
that of the nuclear charge while the shock wave is
still strong,® even the shock waves produced by a
150 kt explosion weaken too quickly for this to oc-
cur, given current U.S. testing practices.® Finally,
the geologic media in which tests are conducted of-
ten are not homogeneous, but have layers, voids,
and other structures that can affect the propaga-
tion of the shock wave.

Despite these complications, we think that the
analysis presented here points to the physical rea-
son for the existence of an insensitive interval
for the rocks within U.S. nuclear test expericnce,
namely, a correlation between the basic proper-
ties of these rocks (cf. Fig. 2). (Note that the
existence of an insensitive interval cannot be at-
tributed to strong, self-similar motion of the shock
wave. For the reasons mentioned above, the shock
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wave is not self-similar during the insensitive in-
terval, for current test geometries and the yields
permitted by the Threshold Test Ban Treaty.
In fact, the shock wave is not even strong dur-
ing this interval ® If the shock wave were strong,
Oln R/3Int during the insensilive interval would
be® 0.4, rather than the value ~ 0.48 that is ob-
served.) We expect that the analytical approach
described here can be used to predict whether an
insensitive interval exists for collections that in-
clude media outside U.S. test experience.
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ABSTRACT

The initial speed of the shock wave produced by an underground nuclear explosion increases
with the yield of the explosion. Thus, techniques that measure the radius of the shock front
as a function of time, such as CORRTEX, can be used to estimate the yield, provided the
dependence of the radius vs. time curve on the properties of the ambient geologic medium
is understood. For silicate rocks, there is empirical evidence that the radius of the shock
front is relatively insensitive to the particular rock but fairly sensitive to the yield of the
explosion during part of the hydrodynamic phase. This insensitive interval lies outside
the strong shock region. The physical origin of this insensitivity and whether it would
persist for a more diverse collection of geologic media has been unclear. We show that
the existence of an insensitive interval is prebably a consequence of correlations between
certain properties of the rocks at U.S. test sites. We relate the radius of the shock front
to these rock properties using an approximate solution for the propagation of the shock
wave that assumes a linear relation between shock speed and particle speed and a scaling
relation for the particle speed. This solution agrees well with particle speed and radius
vs. time data. Given this solution, the radius vs. time curve for one rock can be generated
by applying a similarity transformation to the radius vs. time curve for a different rock.
When the relevant rock properties are correlated in a certain way, an insensitive interval
appears. The relevant properties of the rocks found at U.S. test sites correlate in just this
way. Remarkably, similar correlations exist among the relevant properties of other, quite
diffecrent media.

"Presented at the 11th Annual AFGL/DARPA Seismic Research Symposium, San Antonio,
TX, 2-4 May 1989. Work supported in part by DARPA through the Air Force Geophysics
Research Laboratory under Contract F-19628-88-K-0040.
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OBJECTIVE

The overall objective of this project is to improve analysis and interpretation of shock
wave data that have been and may be gathered to help monitor agreed limitations on
underground nuclear testing. Specific objectives are to explore the effects of the ambient
geologic medium on yield estimates made using shock wave methods, to investigate the
effects of different test geometries, and to explore the possibility of using shock wave
methods to monitor yield limitations well below the current yield limit of 150 kt.

SUMMARY

During the six months since this project began, (1) equation of state data have been
assembled for a variety of geologic media relevant to U.S. and Soviet test sites, (2) the
usefulness and limitations of various simple high-pressure equations of state for geologic
media have been explored, (3) the requirements for self-similar and intermediate asymptotic
tehavior of shock waves produced by underground nuclear explosions have been analyzed,
and (4) the conditions under which so-called ‘insensitive interval scaling’ can be used to
estimate reliably the yield of an underground nuclear explosion have been investigated. In
this report we describe our results thus far on insensitive interval scaling.

Insensitive Interval Scaling

The initial speed of the shock wave generated by an underground nuclear explosion in-
creases with the yield of the explosion, all other things being equal. As a result, the
radius of the shock front at a given time is greater for explosions of greater yield. Hence
measurements of the radius of the shock front using CORRTEX (Virchow et al. 1980) or
other techniques can be used to estimate the yield, provided the dependence of the radius
vs. time curve on the properties of the ambient geologic medium is understood. In practice,
the yield of an explosion is estimated using an algorithm, by which we mean a particular
procedure for comparing radius vs. time data with a model of the motion of the shock
front. One of the most commonly used algorithms, and the one that the United States has
proposed to use in monitoring Soviet compliance with the Threshold Test Ban Treaty, is
insensitive interval scaling.
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An “insensitive interval” exists if, for explosions of a given yield, there is an interval
in time during which the radin of shock waves in all media of interest are similar. In fact,
there is cinpirical evidence that the radius of the shock front is relatively insensitive to
the ambient medium toward the end of the hydrodynamic phase of shock wave evolution,
for the rocks within U.S. test experience, which are mostly silicates. This is illustrated in
the left panel of Figure 1, which shows typical radius vs. time curves for explosions of the
same yield in two such rocks. The curves approach each other gradually, cross, and then
separate gradually from one another. Because the curves intersect at a small angle, the
insensitive interval is not sharply defined.

The insensitive interval scaling algorithm 1s based on this empirical evidence. It
assumes that, during a certain interval in time and radius called the “algorithmic interval”,
the radius of the shock front produced by an explosion of a given yield is the same for all
ambient media of iuterest. The algorithm assumes further that if the yield is varied, the
location and extent of the algorithmic interval scale as the cube root of the yield. Stated
differently, the insensitive interval scaling algorithm assumes that there is an interval in
scaled elapsed time since the beginning of the explosion £ = t/W'/3 and scaled radius of
the shock front R = R/W'/® during which R({) is the same for all rocks of interest.

In using insensitive interval scaling, yield estimates are made by comparing a simple
empirical formula, often called the Los Alamos Formula, to radius vs. time data collected
in the algorithmic interval. This formula is (Bass and Larsen 1977)

R(f) = af®, (1)

where @ and b are constants, and R and { are in units of m/kt!/? and ms/kt'/?, respectively.
This simple power law expression does not accurately describe the position of the shock
front as a function of time in any medium. However, it may approximate the radius of
the shock front over a certain time interval, if a and b are chosen appropriately. This is
illustrated in the right panel of Figure 1, which compares the radius vs. time curve given
by the Los Alamos Formula for a = 6.29 and b = 0.475 (Bass and Larsen 1977} with the
radius vs. time curve from a model of the evolution of the shock wave produced in granite
by a spherically-symmetric point explosion with a yield of 62 kt.

The values of a and b used in equation (1) are usually determined by fitting it to
a collection of R(t) data obtained from many nuclear explosions in the different rocks of
interest, over a selected interval of . In genera!, R(f) depends on the ambient medium,
even within this interval. The resulting values of a and b, therefore, do not represent the
best fit of equation (1) to the R(t) curve for any single medium, but rather the best fit
to the pooled R(f) curves for all the media of interest, over the chosen interval in ¢. Not
surprisingly, different individuals and groups have found different best-fit values of a and
b from different collections of explosions on different dates. The values of a and b used in
this report are those noted above.

Within the assumptions of the insensitive interval scaling algorithm, a sequence of
yield estimates W, can be obtained for any explosion without regard to the particular
medium in which it occurred by adjusting W in equation (1) so that it agrees with the
shock front radii R, measured at a sequence of times t, in some prescribed “algorithmic
interval” At. A best estimate of the yield is then formed by combining the individual yield
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Fig. 1.—Left: Typical radius vs. time curves for two explosions of the same yield in two
different silicate rocks, showing how the curves gradually approach each other, cross, and then
gradually deviate from one another. Right: Comparison of the radius vs. time curve given by
the Los Alamos Formula (1), for a = 6.29 and b = 0.475, with ¢he radius vs. time curve from
a model of the evolution of the shock wave produced in granite by a spherically-symmetric point
explosion with a yield of 62 kt. The radius given by the Formula is close to the radius of the shock
front for t = 1 ms, but deviates from the shock front radius at both earlier and later times.

estimates Wy in some way, for example by averaging them. Since the data to be combined
are to be chosen from a prescribed interval in ¢ but the yield is unknown a priori, the yield
estimates W, must be constructed by an iterative process.

Any discrepancy AR between the value of I%(f) given by equation (1) and the true
value of R(f) introduces an error
aw R o
w R
in the yield. The extent in t of the data that can be used in estimating the yield (i.e., the
extent of the so-called “algorithmic interval”) depends on how large an error in the yield
can be tolerated and the diversity of materials that need to be considered. If a relatively
large error is acceptable, the algorithmic interval can be relatively large. On the other
hand, if only a very small error in the yield is acceptable, there may be no interval in ¢
that gives a yield estimate with the required accuracy.
From this discussion it is apparent that a critical requirement for successful use of
the insensitive interval algorithm is that there exist an interval in { during which R(f)
depends weakly or not at all on the medium surrounding the explosion, for the media of
interest. Despite widespread use of this algorithm, the physizal reason for the existence of
such an insersitive interval and the extent to which it would persist for shock waves in a
more diverse collection of geologic media has been unclear. In this report we show that
the existence of an insensitive interval is most likely a consequence of correlations between
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certain properties of the rocks at the U.S. test sites. To demonstrate this we relate the
scaled radius R of the shock front at a given scaled time ¢ to these rock properties, using
an approximate, analytical model for the propagation of the shock wave. This model is
described in the next section. It agrees well with both particle speed and radius vs. time
data from nuclear tests and numerical simulations. Within the assumptions of this model,
the radius vs. time curve for an explosion in one rock can be used to generate the radius
vs. time curve for an explosion of any yield in any rock by applying a certain similarity
transformation. By studying these transformations, we show that an insensitive interval
appecars when the relevant rock properties are correlated in a certain way. We then show
that the relevant properties of the rocks found at U.S. test sites correlate in just this way.
However, this correlation does not extend to all rocks.

Analytical Model

In order to focus on the effect of the ambient medium on shock wave evolution, we consider
here the spherical shock wave produced by release of a very large amount of energy in
an infinitesimal volume (a so-called point ezplosion) in homogeneous rock. Some of the
complications that can arise when the hydrodynamic source is of finite size and aspherical
and the medium is inhomogeneous are mentioned at the end of this report. Our analysis
assumes that the evolution of the shock wave is adequately described by the following
model.

Studies of shock waves in solids (see Zel’dovich and Raizer 1967) have shown that for
many materials, the relation between the speed D of a shock front and the particle speed
u just behind it is approximately linear for large u, that is

dR;

D, o
YTodt

= Ai +B,»u, (3)

where A; and B, are constants. The subscript ¢ denotes the material. In general, D(u)
will deviate from this relation as u decreases. In the present analysis we shall assume that
D(u) can be adequately represented by a single linear relation of the form (3) over the
range of u that is of interest.

We shall also assume that the particle speed just behind the shock front is related to
the yield W, of the explosion by the expression (Lamb 1987a; Moss 1988)

2 poi R (1) u?(t) = fiW,, (4)

where R.(t) is the radius of the shock front at time t, po; is the mass density of the rock in
its unshocked state, and f; is a dimensionless factor that describes how the energy of the
explosion is partitioned between kinetic energy of bulk motion and internal energy, and
how the velocity, density, and internal energy of the shocked material vary with position.
In general, f; is a constant when the shock wave is strong, but changes somewhat as the
shock wave weakens (Lamb 1987a). Expression (4) with f; constant agrees relatively well
with particle speed data over a broad interval in time (Moss 1988). In the present analysis,
we shall assume that f, can be treated as constant for the times of interest.
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Given tnese assumptions, equation (3) with u given by equation (4) can be integrated
analytically to yield a simiple, closed expression for R,(t). First we rewrite equation (3) in
terms of the di.1ensionless variables (Lamb 1987a)

r=R,/L, and 1 =1t/T;, (5)
where 173
3f.W,B? L;
L'- freewd -——_. s —_ —.
(47rpo.A3 ) wd L= (©)

The properties of the medium enter the characteristic length L; and the characteristic
time T; through the constants pg;, A;, B;, and f;, while the yield enters through W;. The
constants A; and B, are determined by the shock adiabat while f; reflects the release
adiabat.

In terms of the non-dimensional variables (5), equation (3) becomes

dr 1
P ™

The solution of equation (7) is (Lamb 1987a)

_ b fz42y/z4+1) 2 [ {2V -1
T(J.')—.l‘+-3—ln (_I—;_\/_E—ﬁ-) \/3[6 + tan (—\/_-3—)] . (8)

At small radii (z < 1), this solution reduces to
z(r) = (5/2)*/5%/°, (9)

which is the behavior of a strong, self-similar shock wave (Sedov 1959). At large radii
(z > 1), the solution becomes
z(7) = const. + 7, (10)

which describes a constant-speed plastic wave. In the transition interval between these
regimes, equation (8) provides a simple interpolation between the strong shock wave and
the plastic wave that agrees quite well with field data and numerical simulations (Lamb
1987a,b; Moss 1988).

Within the assumptions of the present model, any explosion is completely defined by
its yield W; and the ambient medium. The ambient medium is completely specified by the
quantities po,, 4;, B,, and f;. The radius vs. time curve for any explosion can be generated
from the function (8) by applying the similarity transformation

Ri(t) = L; 2(t/T}). (11)

Conversely, this result implies that the yield of any explosion can be determined by com-
paring measured values of R(t) with the values given by equation (11), if the quantities
poi, Ai, B, and f; are known.
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The result (11) also implies that if the radius vs. time curve for explosion 7 is known,
then the radius vs. time curve for any other explosion j can be generated, provided that p.
A, B, f, and W are known for both explosions. More precisely, the radius vs. time curve
R,(t) for any explosion j is given in terms of the radius vs. time curve R,(t) for explosion
7 by the similarity transformation

R, (1) = (L,/L,) Ri(Tit/T;). (12)

Before proceeding further, we note that the approach outlined in the following sections
depends only on the existence of a similarity transformation of the form (12), and not on
the values of the characteristic scales L and T, or the particular form of the function z(7).
Thus, even if the actual values of L; and T; differ somewhat from the values given by
expression (6), or the actual functional form of z(7) differs from that of equation (8), the
approach outlined below is still vahd.

Existence of an Insensitive Interval

In the present section we use the analytical model described in the previous section to
explore the conditions under which an insensitive interval exists.

According to our earlier definition, an insensitive interval exists if, for explosions of the
same yield, there is an interval in time At about some time ¢ty during which the radii R; of
the shock waves in all the media in the collection of interest are nearly equal. When this is
true, the yield of any explosion can be estimated approximately by applying equation (1),
or an alternate formula, to the R(t) data in this interval, without regard to the particular
medium in which the explosion occurred.

To formulate a more precise definition of the insensitive interval, conside: the shock
waves produced by an explosion of the same yield in two different media ¢+ and j. The
difference between the resulting radius vs. time curves R;(t) and R;(t) at time t is

AR;;(t) = Ri(t) — R;(t). (13)

We define the insensitive time ty as the time at which the yield estimate is least sensitive
to the ambient medium, for media in the collection of interest. If the yield is estimated
by adjusting the value of W in formula (1) so that the radius given by this formula agrees
with the measured radius, then the inseasitive time ty is the time at which the average
over the collection of media of some appropriate function of AR;;, such as |[AR;;(t)[?, is
a minimum. The size of {(|AR;;(¢9)|?) is then a measure of the sensitivity to the ambient
medium of yield estimates made at t¢, and in general will not be zero. The extent At of
the “insensitive interval” can be calculated from the way in which (JAR,,(¢)|?) varies with
time about tg, given a criterion for the maximum acceptable yield error.

With these definitions, one can calculate ¢ty and At for a collection of n different media
by applying standard statistical techniques (Lamb, Callen, and Sullivan 1989). However,
analysis of a collection of two different media captures the most important features of the
problem and is considerably more transparent. Therefore, for pedagogical purposes we
shall treat a collection of just two different media in the present report. A collection of n
media can be treated by a straightforward extension of the methods described here.
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The radius vs. time curves for two different geologic media typically cross, as illustrated
by the sample curves shown in the left panel of Figure 1. We first assume that R,(t) and
R,(1) cross at one and only one point, and then discuss what happens if they do not cross
at all (the case of more than one crossing, if relevant, can be treated by a generalization
of the following analysis).

Any monotonically increasing function of |AR;j(t)| is a minimum when R;(t) and
R,(t) cross. Thus, the insensitive time ¢ is the root of the equation

Ri,(t) =0. (14)

Now suppose the curves R,(t) and R,(t) are generated from a curve z(7) by similarity
transformations of the form (11). Then

AR,'J' :L.'J:(T,)—LJ' z(‘rj), (15)

where 7; = t/T; and 1; = t/T;. Note that the dimensionless times ; and 7; that correspond
to the same time t are in general different for the two media.

In order to make further progress, we need to relate z(r;) and z(r;). If z(7) varies
sufficiently slowly in the region of interest, we can relate r(7;) and z(7;) by expanding
both in a Taylor series about

7ij = 3(1i + 7). (16)

Keeping only the three leading terms, the result is
z{mi) = 2(7i;) + (10 = 7)) 2'(735) + 3(ri — 74;)" 2"(75) (17)

with a similar expression for z(7;). The primes indicate differentiation with respect to 7.
Substituting these expansions into equation (15), one finds

- (AT AT; .
ARij = ALij z(7y5) “Lij( T“J) Fijz'(Tij) + § AL']( T, ’) (7 'J) z"(7ij) (18)
ij
where
AL.'J' = L,‘ - LJ' and AT,'J' = T,' - Tj (19)

are the differences in the characteristic lengths and times of the two explosions, and
Lij=}(Li+L;) and Tij= YT +T) (20)

are their averages. Note that expression (18) is not an expansion of AR,; in powers of
AL;; or AT;; [the coefficients of 7;;2'(7i;) and (%i;)%z"(7i;) are exact]

The left side of equation (18) vanishes at the insensitive time tJ, [cf. eq. (14)]. Thus,
the zero of the right side of this equation gives an estimate, accurate to second order in
7, — Ti; and 7; — 7,;, of the corresponding dimensionless time TU, from which one can
calculate t° using the expression
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As we show pelow, for the rock collections of interest to us the third term on the right side
of equation (18) is typically quite small compared to the ﬁrst two terms, and we therefore

neglect 1t in estimating T . With this approximation, ‘rJ is determined implicitly by the

condition AT
ALU I(f;,):L' 2 7—’,]'1?'(‘?,']') (2‘2)
1)
or, in a more compact form,
a(7,;) = M,;, (23)
where .
dinzr T;; AL;;
a(r) = 2T and M;; =L (24)

~ dlnr L;; AT,,

Note that the left side depends only on the properties of the medium-independent function
z(7), while the right side of equation (23) depends only on the properties of the two ambient
media. The radius vs. time curves cross, if at all, when the logarithmic derivative a(7,,)
equals M;;.

The development to this point requires only that one be able to generate the radius
vs. time curves R(t) of different explosions from some function z(7) by applying a similarity
transformation of the form (11) to this z(7). If z(7) is given by equation (8), we can be
more specific about the existence and location of a crossing point. For this z(7), the
logarithmic derivative a(7) increases monotonically from 0.4 to 1 as 7 increases from 0
to oo [see eqgs. (9) and (10)]. Thus, there can be at most one crossing point. The radius
vs. time curves R;(t) and R;(t) cross if

04< M; <1, (25)

They do not cross if M;; lies outside this interval. To summarize these results for two
media, we have shown that whether the radius vs. time curves for two different media
cross, and the time of crossing if they do, is determined by the characteristic lengths and
times defined by the properties of the two media.

To apply these results to explosions in a collection of many media, we first note that
if two media are very similar, then AR;; will be small over a broad interval in time. In
this case the time of intersection is very sensitive to differences in the properties of the two
media, but is of little interest, because the radius vs. time curves are almost the same over
an extended interval in time. The crossing points of most interest are those for dissimilar
media. In considering a collection of many media, we can say that the radius vs. time
curves for the various media will all cross each other at about the same time if (1) M,
has approximately the same value for all explosions ¢ and j in the collection and (2) this
value lies in the interval [0.4,1]. The optimal insensitive time ¢y for the collection of media
is then detennined implicitly by the appropriate generalization of equation (23) (Lamb,
Callen, and Sullivan 1989). Even if the time of intersection for a pair of media in the
collection 1s significantly different from tg, the difference in the radit of the shock fronts at
to may still be small, if the two media have properties near the average properties of the
collection.
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Fig. 2.—Plot of L; vs. T; calculated from equations (6) for the media listed in Table 1.
Note that all the data points fall close to the curve L = 3.39 T0-44,

Application to Rocks at U.S. Test Sites

Figure 2 shows a plot of the characteristic lengths L, vs. the characteristic times T}, for the
collection of geologic media listed in Table 1. The values were calculated from equations (6),
assuming f; = 0.53 for all the media (see Lamb 1987a,b; Moss 1988). The materials listed
in Table 1 are typical of the geologic media found at U.S. test sites.

The data points for these media all lie close to the curve L = 3.39 T%%4 for which
dinL/dInT = 0.44. This suggests that M,; should be ~0.44 for all the media in this sam-
ple. In fact, the mean value of M;; for the media in Table 1 is 0.53; most of the M;; cluster
near this value and all lie in the range 0.3-0.7. Moreover, the second-order correction to
a(7;;) is 0.05 or less for these media. Thus, for a point explosion in homogeneous rock,
the analysis of the previous sections predicts an insensitive interval near the time when
a(7,;) = 0.53, or

OlnR

. Olnt

This result is in good agreement with the empirical observation [cf. Fig. 1 and eq. (1))
that there is an insensitive interval near the time when

dlnR
iy~ 048. (27)

2~ 0.53. (26)

Discussion
The analysis presented here is approximate in several respects. First, the solution (8) for
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TABLE 1
Equations of State®
Rock po (g em™3) A (kms™!) B Ref.
Westerly Granite 2.62 2.103 1.629 1
Granite 2.65 2.7 14 1
Granite 2.67 2.8 1.45 2
Quartz Crystal 2.65 2.35 1.56 1
Quartz Sand 1.6 2.32 1.04 1
Quartz (high u) 2.65 4.56 1.25 7
Vacaville Basalt 2.86 2.31 1.62 4
Dolomite 2.7 4.01 1.3 6
Wet Tuff 1.95 1.45 1.62 2
Wet Tuff 2.2 3.0 1.11 3
Dry Alluvium 1.78 1 1.4 5
Water 0.998 3.09 1.16 1

%The quantities pp, A, and B are the unshocked density and the parameters in the

Hugoniot (3). 'M. van Thiel (1977). 2W. C. Moss (1988), from fitting a Mie-Griineisen
equation of state to tabalated equations of state for granite (J. D. Johnson and S. P. Lyon

1985) and wet tuff (J. D. Johnson, unpublished). 3R. C. Bass (1966). *A. H. Jones
et al. (1968) and LLNI Equation-of-State File, S-Division (1964). W. R. Perret and
R. C. Bass (1975). ®A. N. Dremin and G. A. Adadurov (1959). 7J. D. Johnson and
S. P. Lyon {1985).

a point explosion in a homogeneous medium is only approximate, although it agrees well
with both particle speed data and with radius vs. time data over a broad interval in time.
Second, in computing the values of L, and T; for the media in Table 1 we have assumed
that f; = 0.53 for all these media. While the actual values of f; may be similar for these
rocks (Moss 1988), they are not expected to be identical. The values of L; and T; can
casily be corrected for differences in f; once the best values of f; have been determined.

Third, actual shock waves are not produced by spherically symmetric point explosions.
The emplacement holes currently used in U.S. tests have radi as large as 1.5m and em-
placement holes with larger radii are planned for the future. Moreover, the nuclear charge
and diagnostic canisters may be many meters in length. As a result, the source of the
shock wave is vapor and radiation filling a volume with a dimension of meters. Also, nu-
clear explosions are usually not spherically symmetric, causing the expanding shock wave
to be aspherical initially. Although the shock wave produced by an aspherical source of
finite size will evolve toward a spherically-symmetric, self-similar wave if the shock front
envelops a mass much greater than that of the nuclear charge while the shock wave is still
strong (Barenblatt 1979), even the shock waves produced by a 150 kt explosion weaken
too quickly for this to occur, given current U.S. testing practices (Lamb 1988). Finally, the
geologic media in which tests are conducted often are not homogeneous, but have layers,
voids, and other structures that can affect the propagation of the shock wave.
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Despite these complications, we think that the analysis presented here points to the
physical reason for the existence of an insensitive interval for the rocks within U.S. test
cxperience, namely, a correlation between the basic properties of these rocks (cf. Fig. 2).

The existenee of an insensitive interval cannot be attributed to strong, self-similar
motion of the shock wave. For the reasons mentioned above, the shock wave is not self-
similar during the insensitive interval, for current test geometries and the yields permitted
by the Threshold Test Ban Treaty. In fact, the shock wave is not even strong during
this interval (Lamb 1988). If the shock wave were strong, the logarithmic denvative of
the radius with respeet to time during the insensitive interval would be 0.4 (Sedov 1959),
cathier than the value ~0.48 that is observed.

CONCLUSIONS AND RECOMMENDATIONS

Using an approximate but relatively accurate analytical model of shock wave propagation,
we have shown that the “insensitive interval” observed in nuclear explosions in the rocks
within U.S. test experience is most likely due to correlations among certain properties of
these rocks. We expect that the analytical approach described here can be used to predict
whether an insensitive interval exists for collections of rocks that include media outside
LS. test experience.

We recommend that efforts be made to (1) improve the analytical model used here,
(2) investigate the underlying physical basis for the observed correlation among the rel-
cvant properties of the rocks listed in Table 1, and (3) explore the evidence that similar
correlations exist among other classes of media.
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OBJECTIVE

The overall objective of this project is to improve analysis and interpretation of shock
wave data that have been and will be gathered to help monitor agreed limitations on
underground nuclear testing. Specific objectives are to explore the effects of the ambient
geologic medium on yield estimates made using shock wave methods, to investigate the
effects of different test geometries, and to explore the possibility of using shock wave
methods to monitor yield limitations well below the current yield limit of 150kt.

SUMMARY

During the past year, we have (1) used an approximate analytical model for the evolution of
the shock wave from an underground nuclear explosion, together with previously collected
equation of state data for geologic media relevant to U. S. and Soviet test sites, to develop
a method for estimating the yield of underground nuclear tests, (2) explored the usefulness
and limitations of various simple high-pressure equations of state for geologic media, and
(3) analyzed the requirements for scaling of shock waves produced by underground nuclear
explosions and numerical simulations of such explosions. In this report we describe how a
simple analytical model of the evolution of the shock wave can be used to produce relatively
accurate estimates of the yield of underground nuclear explosions.

Hydrodynamic Methods for Yield Estimation

The strength of the shock wave generated by an underground nuclear explosion increases
with the yield of the explosion, all other things being equal. As a result, the peak pressure,
peak density, and shock speed at a given radius all increase monotonically with the yield.
Hence, the yield of the explosion can be estimated by comparing measurements of these
quantities with the values predicted by a model of the shock wave in the relevant geologic
medium. Recently, the United States and the Soviet Union have signed new verification
protocols (The White House 1990) that allow measurements of the radius of the shock
front using cre CORRTEX technique (Virchow, et al. 1980) for treaty monitoring under
some circumstances.

Most shock wave based algorithms for estimating the yield of underground nuclear
explosions have focused on the so-called hydrodynamic phase, because the evolution of
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the shock wave during this phase is relatively simple. The hydrodynamic phase of the
explosion begins when the outward How of cnergy via radiation becomes unimportant.
This ocenrs about 100100 ps after detonation. depending on the yield and the composition
of the matertal surronnding the nuclear chiarge. The explosion can then be described using
the equations of hydrodyniamies alone. During the hydrodynamic phase, the radial stress
prodiced by the shock wave greatly exceeds the eritical stress at which the surrounding rock
heecomes l)lilsti(‘, and the shocked rock can be treated as afluid. The shock wiave weakens as
it expands, and eventually the strength of the rock can no longer be neglected. This marks
the end of the hydrodynamie phase. Yield estimation methods that use measurements
taken during the hydrodynamic phase are called hydrodynamic methods.

Analytical Model

All hvdrodynamic yield estimation methods require a model of the evolution of the shock
wave. Models in recent or current use range in sophistication from an empirical power-law
formula that assumes the evolution is completely independent of the medium (Bass and
Larsen 1977; see also Heusinkveld 1982; Lamb 1988) to numerical simulations based on
detailed equations of state (see Moss 1988; King, et al. 1989; Moran and Goldwire 1989).
Although state-of-the-art numerical simulations are expected to be highly accurate for
spherically symmetric, tamped explosions in homogeneous media, the detailed equation of
state data needed for snuch calculations are only available for a few geologic media. Thus,
a simple analytical model of the shock wave produced by such explosions can be quite
useful, as it allows one to analyze how the evolution depends on the medium and the yield
i a convenient manner. The particular analytical model we utilize in this paper has the
additional virtue that it produces very good estimates of the yields of actual underground
nuclear tests as we show below.

We summarize here an approximate analytical model of the hydrodynamic evolution
of the shock wave produced by a point explosion in a homogeneous medium. Such a shock
wave 1s necessarily spherically symmetric. In the model, the compression of the medium
at the shock front is treated exactly, using the Rankine-Hugoniot jump conditions and
the Hugoniot of the ambient medium. The rarefaction that occurs in material behind the
advancing shock front is treated approximately, via an ansatz relating the specific kinetic
energy of the fluid just behind the shock front to the mean specific energy within the
shocked volume. This model was originally proposed by Lamb (1987), who showed that it
is exact for strong, self-similar shock waves. The model was later proposed independently
by Moss (1988). A detailed description and assessment of the model is given in Lamb,
Callen, and Sullivan (1990).

We assume that the speed D of the shock front in a frame at rest with respect to
the unshocked medium may be expressed in terms of the particle speed u just behind the
shock front, that is,

D =dR/dt = H(u), (1)

where the Hugoniot H(u) depends on the medium.
The specific kinetic energy of the fluid just behind the shock front can be related to
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the mean specific energy within the shocked volume via the expression

) 3W
“ f<47rR3p0) ’ (

where W is the vield of the explosion. R s the radius of the shock front, py is the mnass
density of the rock in its unshocked state, and f i1s a dimensionless factor that depends
upon the velocity, density, and specific internal energy distributions within the shocked
volume. In general, f is independent of R when the shock wave is strong, but it may vary
as the shock wave weakens (Lamb 1987; Lamb, Callen, and Sullivan 1990).

In the model, f is assumed to be independent of the shock {ront radins R for all
shock front radii of interest, including those for which the shock is no longer strong (Lamb
1987; Moss 1988; Lamb, Callen, and Sullivan 1990). Expression (2) with f = 0.53 agrecs
relatively well with particle speed data over a broad interval in time (Moss 1988; Lamb,
Callen, and Sullivan 1990). In the present report, we shall use this value and assume that
f can be treated as constant for the times of interest.

The assumption that f is independent of R leads to a simple approximate equation of
motion for the shock front. With this assumption, the right side of equation (1) becomes
a known function of R, and equation (1) becomes a first-order differential equation for R,
namely

o
~—

dR/dt = F(R). (3)

This equation can be integrated directly to determine the radius of the shock front as a
function of time, as pointed out by Lamb (1987) and Moss (1988).

Studies of shock waves in solids (see Zel’dovich and Raizer 1967) have shown that for
many materials, the relation between the speed D of a shock front and the particle speed
u just behind it 1s approximately linear for large u, that is

= fd_(g = A+ Bu, (4)
where A and B are constants. In general, D(u) will deviate from this relation as v de-
creases. If we assume for the moment that D(u) can be adequately represented by a single
lincar relation of the form (4) over the range of interest, we obtain an interesting and useful
analytical solution to the differential equation (3).

Linear Hugoniots——First, we rewrite equation (4) in terms of the dimensionless vari-

ables (Lamb 1987; Lamb, Callen, and Sullivan 1990)

r=R/L and Tt =t/T, (5)

where p
3fwB\'"? L |
L—(W) and T——X (6)

The characteristic length L and the characteristic time T depend on the medium through
the constants py, A, B, and f, and also scale as the cube-root of the yield W. The
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length Lois the radius that separates the strong shock regime, where D o« R™32 from
the low pressure plastic wave regime, where 1) = const. In terms of the non-dimensional
variables (5). equation (4) becomes

dr 1

dr

The solution of equation (7) is (Lamb 1987; Lamb, Callen, and Sullivan 1990)

=T lr ———-——I+2ﬁ+l ———2- s all_l(———z\/{*l)}
T(z) = +311(1—\/f+1> \/§[G+t 7 . (8)

At small radii (r <« 1), this solution reduces to
(1) = (5/2)*°7%/°, (9)

which is the behavior of a strong. self-similar shock wave (Sedov 1959). At large radii
(z > 1), the solution becomes
r(7) = const. + 7, (10)

which describes a constant-speed plastic wave. In the transition interval between these
regimes, equation (8) provides a simple interpolation between the strong shock wave and
the plastic wave that agrees guite well with field data and numerical simulations (Lamb
1987; Moss 1988; Lamb, Callen, and Sullivan 1990).

Within the assumptions of the present model, any explosion is completely defined by
its yield W and the ambient medium, which in turn is completely defined by the quantities
po, A, B, and f. The shock front radius vs. time curve for any explosion can be generated
from the function z(7) by applying the similarity transformation

R(t) = Lz(t/T). (11)

Conversely, this result implies that the yield of any explosion can be determined by com-
paring measured values of R(t) with the values given by equation (11), if the quantities
po, A, B, and f are known. In particular, since the characteristic length and time L and
T scale as the cube-root of the yield, the radius vs. time curve (11) automatically satisfies
cube-root scaling. That is, if R = g(t) is the radius vs. time curve for an explosion with a
yield of 1 kt, then the curve for an explosion with a yield of W kt in the same medium is
given by

R=W"3g(t/w1/3). (12)

Radius vs. time curves for various yields are generated by using the cube-root scaling
exhibited by the model.

The curve (11) also satisfies a more general scaling that involves the material prop-
erties, as shown by equations (6). The result (11) also implies that if the radius vs. time
curve for explosion : is known, then the radius vs. time curve for any other explosion j
can be generated. provided that po, A, B, f, and W are known for both explosions. More
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precisely, the radius vs. time curve R,(t) for any explosion j is given in terms of the radius
vs. time curve R,(t) for explosion ¢ by the similarity transformation

R,(t) = (L,/L,) R(Tt/T,). (13)

This similanty transformation was previously exploited to show that the existence of an
‘insensitive interval’ in the evolution of shock waves in materials at U. S. test sites is most
likely the result of correlations between the properties of those materials (Lamb, Callen,
and Sullivan 1989).

Arbitrary Hugoniots. Although for many materials the Hugoniot at high particle
speeds (or equivalently, at high pressures) is well-described by a single linear relation of
the form (4). the Hugoniot at lower particle speeds usually deviates from the high-speed
relation. Even if the Hugoniot is not linear over the range of u of interest, it can always
be represented to any desired accuracy by a sequence of piecewise-linear segments. In this
case, the differential equation (7) still describes the motion of the shock front within each

gment of the Hugoniot, but at each break in D(u) new Hugoniot parameters A and B
must be introduced. It is possible to write the radius vs. time curve for a piecewise-linear
Hugoniot as a sum of standard functions; however, in practice it is more convenient to
integrate the differential equation numerically. The radius vs. time curve predicted by the
model for any physically allowed Hugoniot obeys the cube-root scaling (12).

Yield Estimation

We now use the model discussed above to estimate ylelds by comparing the radius vs.
time curve it predicts with data from four underground nuclear tests conducted by the
United States. The four tests are Piledriver, Cannikin, Chiberta, and a test that we call
NTS-X, since its name has not been reported in the open literature. (A more detailed
discussion of these four events, and of the utility of this model in yield estimation, can
be found in Lamb, Callen, and Sullivan [1990]). The radius vs. time data from the first
three events were obtained using the so-called SLIFER technique (Heusinkveld and Holzer
1964). These data were kindly provided to us by M. Heusinkveld (1987, private commu-
nication); see also Heusinkveld (1986). The radius vs. time data from the event NTS-X
were taken from Heusinkveld (1979); the technique used to obtain it was not reported. To
our knowledge, no radius vs. time measurements made using the more recently developed
CORRTEX technique (Virchow, et al 1980) are publicly available. We first briefly describe
each event.

Piledriver.——The Piledriver event was an explosion conducted in granite at the Nevada
Test Site on 1966 June 2 and had a yield of 62 kt (U. S. Department of Energy 1987).

Canntkin.—The Cannikin event was an explosion conducted in basalt at Amchitka
Island, Alaska, on 1971 November 6. The official yield of this event remains classified; the
U. S. Department of Energy (1987) has said only that it was less than 5 megatons. The
data from Cannikin that were given to us had been scaled by dividing both the radius
and the time measurements by the cube-root of the official yield. If cube-1oot scaling were
exact, this would make the radius vs. time curve appear identical to the curve that would
result from detonation of a 1 kt device in the same medium. As explained in Lamb, Callen,
and Sullivan (1990), the validity of cube-root scaling for underground nuclear explosions
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needs to be investigated more carefully. However, since the simple analytical model we
are exploring exhibits exact cube-root scaling, comparisons of this model with scaled and
unscaled data will give the same result. We therefore treat the data from this explosion
as though it had been produced by a 1 kt explosion.

Chiberta.  The Chiberta event was an explosion conducted in wet tuff at the Nevada
Test Site on 1975 December 200 The official yield of this explosion remains classified; the
U. S, Departinent of Energy (1987) has said only that 1t was between 20 and 200 kilotons.
Using seismic data, Dahlman and Israelson (1977) estimate that the yield of Chiberta was
160 kt. Like the data from Cannthin, the radius vs. time data from Chiberta that were
given to us had been sealed by the enbe-root of the official yield. We therefore treat the
data from Chiberta as though it had been produced by a 1 kt explosion.

NTS-X. The event we call NTS5-X was an explosion conducted at the Nevada Test
Site. Radius vs. time data from this explosion were reported by Heusinkveld (1979), who
states that the official yield was 54.2 kt. Heusinkveld surmises that the ambient medium is
saturated wet tuff, the ambient medium of most tests conducted at the Nevada Test Site.
In modeling NTS-X . we assumed that the explosion did occur in wet tuff.

The analytical model outhined in the previous section describes a point explosion in
a homogeneous medium, which necessarily produces a spherically symmetric shock wave.
In reality, the shock wave produced by an underground nuclear test evolves from an as-
pherical source of finite size surrounded by a medium that is inhomogeneous, at least to
some cxtent. We have investigated the conditions under which cube-root scaling is likely
to be valid for shock waves produced by spherically symmetric sources of finite size (Lamb,
Callen, and Sullivan 1990) and find that the requircments for cube-root scaling are un-
likely to be satisfied for underground nuclear tests conducted according to current U. S.
testing practices. Thus. cube-root scaling is at best only approximately valid during the
hydrodynamic phase. Despite our lack of detailed knowledge of the conditions under which
the above tests were conducted and the data collected, we find that the model provides a
remarkably good description of the field data considered here.

In comparing the model with the data, we assumed that the sensing cable from which
the radius vs. time data were obtained was crushed by the shock wave, and not by an
elastic precursor (Lamb 1988).

The inputs to the model are the Hugoniot, the density and the parameter f for the
ambient medium in which the event occured. The Hugoniot can be determined from
laboratory measurements made on samples removed from the emplacement and satellite
holes. If such measurements were made for the four events analyzed here, they were not
made available to us. Therefore, we used generic Hugoniot data for the ambient media
of each explosion (see Fig. 1). For Piledriver, we used a piecewise-linear representation of
the data on polycrystalline quartz compiled by King, et al. (1989). We assumed that the
granite surrounding the nuclear device emplacement had a den-'.~ equal to the standard
density of quartz, namely 2.65 gm/cm®. For Cannikin, we usea the data on Vacaville
basalt obtained by Jones, et al. (1968) and Ahrens and Gregson (1964). We assumed that
the density was 2.86 gm/cm?, equal to that of the samples measured by Jones, et al. For
Chiberta and NTS-X, we used the wet tuff Hugoniot data of King, et al. (1989), and the
density of 1.95 gm/cm?® given by these authors.
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Fig. 1.—Left: Low-pressure shock speed—particle speed relations for granite, basalt, and wet
tuff. The curves are piecewise-linear representations of Hugoniot data. Right: High-pressure
shock speed-particle speed relation for granite. The high pressure relations for basalt and wet
tuff are extensions of the linear segment at high u in the left figure. Data for granite are taken
from the compilation of polycrystalline quartz data by King, et al. (1989). Data for basalt are
taken from Jones, et al. (1968) and Ahrens and Gregson (1964). Wet tuff data are from King, et
a.. (1989)

To determine the yield, we found the model radius vs. time curve that minimized the
quantity

% Z (R(t;) ~ Rmoaa(ti))’ =0, (14)

where the sum runs over those data points used in the yield estimate. The model is
valid only during the hydrodynamic phase, that is, as long as the strength of the ambient
medium can be neglected. We chose the radius at which the predicted post-shock pressure
py falls below 150 kbar as end of the nominal hydrodynamic phase in all three media, and
used only data taken at smaller radii. (150 kbar is roughly three times the critical stress
at which granite and basalt become plastic. Although the critical stress for saturated wet
tuff is unknown, wet tuff is also a silicate; thus, 150 kbar may be a reasonable estimate for
the end of the hydrodynamic phase in this material as well.)

The resulting yield estimates are presented in Table 1. The quantities listed are the
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TABLE 1
Yield Estimates®

Hydrodynamic Only Full Data Set

Event W ¥ ARiwe ARpms/ WP Woe N ARims ARy /W3

est est

(kt) () (m/kt'/?) (kt) (m) (m/kt'/3)
Piledriver 62.5 25 0.312 0.079 59.1 33 0.370 0.095
Cannikin  0.92 158 0.020 0.021 0.92 158 0.020 0.021
NTS-X 58.5 34 0.087 0.022 71.5 141 0.320 0.077
Chiberta  0.93 47 0.021 0.021 1.00 108 0.045 0.045

2 Weg is the estimated vield in kilotons, iV is the number of RVT data points used in

the yield estimation, and ARims = [Y.(Rdata — Rmodel)z/N]l/z. The RVT data for
Cannikin and Chiberta were scaled to 1 kt. The official yield of Piledriver is 62 kt.
The yield of NTS-X is given by Heusinkveld (1978) as 54.2 kt. For the hydrodynamic
yield estimates, data from regions where p; < 150 kbar were omitted.

estimated yield W, , the number N of data points used in the estimate, and the quantity

3

ARims = % ‘Z (R(tt) - Rmodel(ti))2 ) (15)
which is simply the square root of the quantity (14). Also listed is ARyps/ Wels/ta, which can
be used to compare the quality of the fits. The first four columns in each table describe
the yield estimates obtained obtained by using the data from the hydrodynamic phase (as
defined above), whereas the second four columns describe the estimates obtained by fitting
the entire data set. For Piledriver and NTS-X, the estimates are given to the nearest 0.1kt,
whereas for Cannikin and Chiberta, the estimates are given to the nearest 0.01 kt.

The yield estimates made using only data from the hydrodynamic phase differ from
the official yields by 1% for Piledriver, 8% for Cannikin, 8% for NTS-X, and 7% for
Chiberta. If all the data are used to estimate the yield, the results are still quite accurate
for three of the four events. The yield estimate for Canntkin is unchanged, since all the
data lie within the hydrodynamic region. The resulting yield estimate for Piledriver is
relatively unaffected by the small amount of data outside the hydrodynamic region and
differs by 5% from the official yield. For Chiberta, the resulting AW/W is <0.5%. The
resulting yield estimate of NTS-X, however, differs by 32% from the yield reported by
Heusinkveld (1979). The large difference in sensitivity to the 150 kbar cutoff for Chiberta
and NTS-X is somewhat surprising, since both events supposedly took place in the same
medium (although the medium znd yield for NTS-X are not known for certain) and the
data from both events cover the same interval in scaled time (up to ~0.6 ms/W'/3).
Beyond the hydrodynamic region, the material strength begins to contribute to the speed
of the shock front, which therefore moves faster than it would if it were hydrodynamic
(see Lamb 1988). This is the direction in which the late-time data from NTS-X differs
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from the model. However, other features of the model may also be invalid in this region.
For example, the assumption that the dimensionless factor f is constant may be a poor
approximation beyond the hydrodynamic phase.

CONCLUSIONS AND RECOMMENDATIONS

The approximate analytical model described above gives yield estimates that are within
8% of the official yields of underground nuclear explosions in granite and basalt, and two
explosions in wet tuff.  For comparison, the U. S. Department of State (1986a,b) has
claimed that hydrodynamic methods are accurate to within 15% (at the 95% confidence
level) of radiochemical yield estimates for explosions with yields greater than 50 kt in
the geologic media in which tests have been conducted at the Nevada Test Site (see also
U. S. Congress, Office of Technology Assessinent 1988; Lamb 1988). The present model
provides yield estimates that are competitive with other hydrodynamic models. We plan
to investigate the constancy of the parameter f during the hydrodynamic phase and the
dependence of f on the medium, using hydrodynamic simulations.
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ABSTRACT

We explore the accuracy of yield estimation algorithms based on cube-root scaling by
computing the apparent yields of a collection of simulated underground nuclear explosions
with the same yield but different source parameters. We find that the yield inferred using
cube-root scaling can vary by as much as 25% at 0.1 scaled ms for reasonable source
parameters. This variation in the inferred yield appears to be due to variation in the
fraction of the initial source energy that is transformed into hydrodynamic motion by the
time the yicld is estimated. Using the empirical result that the pressure in the source region
is insensitive to the source parameters at late times, we obtain a simple expression for the
energy remaining in the source region. We show that the variation in the energy remaining
in the source given by this expression accurately accounts for the dependence of the inferred
yield on the initial radius and on the effective adiabatic index of the source matcrial. We
also present new results on the location and extent of the “insensitive interval” (that part
of the hydrodynamic phase during which the shock front location is relatively insensitive
to the ambient medium but is sensitive to the yield) for silicate and carbonate geologic
media.

OBJECTIVES

The initial speed of the shock front produced by an underground nuclear explosion
increases with the yield (see Lamb, Callen, & Sullivan, 1991). Therefore, measurements
of the front radius R as a function of time ¢t can be used to estimate the yield, provided
the dependence of the radius vs. time (RVT) curve on the ambient geologic medium is
known. The overall objective of this project is to improve the analysis and interpretation
of shock wave data that have been and will be gathered to help monitor agreed limitations
on underground nuclear testing. Specific objectives are to investigate the effects of different
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test geometries and different ambient geologic media. In this paper, we examine the effect
of source parameters on the accuracy of yield estimates made using algorithms based on
cube-root scaling. We also explore how the interval in the shock front RVT data that
minimizes the uncertainties of yield estimates for silicate and carbonate geologic media
may be determined.

RESEARCH ACCOMPLISHED
1. Source Effects
1.1. The Zeus hydrodynamics code

The work described here extends the work of Moran & Goldwire (1990), who studied
the effect of varying the source parameters on yield estimates for a series of simulated
explosions in rhyolite. In their computations, the yield was fixed while the source mass,
initial radius, and equation of state (EOS) were independently varied. The source material
was taken to be either an ideal gas or iron gas, and EOS tables were utilized for the ambient
medium and for iron gas.

In this study, EOS tables based on the SESAME Library and obtained from S-Cubed
Corporation were used for granite, wet tuff, and aluminum. We solved the ideal fluid
equations appropriate for the hydrodynamic regime using the Zeus code developed by
M. L. Norman and J. M. Stone at the National Center for Supercomputing Applications
at the University of Illinois at Urbana-Champaign. Details of the methods used and
numerical tests of the basic Zeus code are described in Norman (1980), Norman, Wilson,
& Barton (1980), Norman & Winkler (1986), and Stone & Norman (1992).

The Zeus code uses the method of finite differences and a two-step, operator-split,
explicit time-integration scheme. The computational meshes for the momentum compo-
nents are staggered (offset) with respect to the mesh for the density and energy density in
order to reduce the amount of interpolation needed to compute fluxes through the sides
of mesh cells. The conservative, monotonicity-preserving advection scheme of van Leer
(1977) is employed, and shocks are spread over several cells by introducing an artificial
viscosity term (von Neumann & Richtmeyer, 1950). Truncation error terms in this method
are second order in time and space. Interfaces between different media are handled in Zeus
by the first-order-accurate method of J. M. LeBlanc (private communication, 1974).

For the work reported here, it was necessary to modify the original Zcus program to
conserve exactly the total (kinetic plus internal) energy of the system. This was done by
choosing the total energy density (rather than the internal energy density) as one of the
dependent variables, and rewriting the term representing the work done by pressure forces
as a surface integral over each mesh cell. We also modified the Zeus code in order to use
EOS data in tabulated form.

All simulations presented here employ a fixed mesh with 200 spherical cells within a
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region 40 meters in radius. The ratio of neighboring cell thicknesses is constant throughout
the mesh. The radius of the inncrmost cell is 0.04 meters, and there arc 22 cells within
one meter of the origin.

1.2. Test case: Sedov-Taylor solution

The explosion produced by a finite, spherically symmetric source in an ideal gas should
asymptotically approach the Sedov-Taylor self-similar solution for a point explosion at late
times. In one test of our code, we simulated such an explosion. The ambient medium and
source material were both taken to be ideal gasses with adiabatic index v = 1.4. Initially,
the source region had radius R, = 1.0 m and density p, = 1.4 kg m~3. For simplicity, the
yield W = 125 kt was assumed to be distributed uniformly throughout the source. The
ambient medium initially had density po = 1.4 kg m~? and pressure Py = 10° Pa.

Figure 1 shows the relative difference (R — Rsedov)/Rsedov between the shock front
radius R predicted by the Zeus code and the radius Rseqov given by the Sedov-Taylor
solution. This difference is less than 0.4% beyond R = 3.3 m. Figure 2 displays the density
profiles for the Zeus results and for the Sedov-Taylor solution at times ¢; = 5.1 x 1075 ms
and t2 = 0.35 ms. The locations of the density peaks at the shock fronts in the numerical
simulation and the Sedov-Taylor solution agree very well, despite the spreading of the
density peak in the simulation (due to artificial viscosity) as the shock front encounters
larger and larger cells. Peak position was found to be virtually independent of the viscosity
coefficient assumed. The density profiles agree accurately from the radius of the material
interface (about 16 m at time t3) to the radius of the shock front. Comparable agreement
was found between the pressure, energy density, and velocity profiles.

1.3. Ezplosions in granite

To explore the accuracy of cube-root scaling algorithms, we compared a series of
twelve simulated explosions of a 125 kt device in granite. The source material, initial
source radius, and source mass were varied in our studies. The parameters of all twelve
source models are listed in Table 1; the first was arbitrarily chosen as the reference case.
The ambient medium had density po = 2670 kg m™* and temperature Ty = 300 K for all
cases. In the reference case, the explosion is produced by an ideal gas source with adiabatic
index ¥ = 1.4, initial radius 1.0 m, and mass 10 Mg. The energy of the explosion is initially
uniformly distributed within the source. Figures 3, 4, and 5 show the density, velocity,
and pressure profiles for the reference explosion at 0, 1.6 x1074, 9.0 x1072, 0.024, 0.12,
0.45, and 1.1 scaled ms (the actual time divided by the cube root of the yield in kilotons).
For clarity, the velocity is displayed only at the three latest times.

At early times, the pressure gradient drives a shell of source material outward into
the surrounding granite and a rarefaction wave travels inward toward the center of the
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explosion. The rarefaction wave eventually reflects from the origin. At late times, there is
a steep rise in the density at the interface between the source and the ambient medium.
In time the pressure and density in the source region become nearly uniform, whereas the
velocity profile in the source region remains jagged due to the presence of trapped waves.
At late times, the results for runs with different source parameters are very similar (but
not identical) to those for the reference case.

Figures 6, 7, and 8 show the relative inferred yield W/W,¢¢, computed by cube-root
scaling the radius vs. time data (typically 75 different values) of the reference explosion
so that they agree with the RVT data of the explosion of interest. Note that the scale
along the vertical axis is different in each figure. These figures show that the inferred yield
is quite sensitive to the effective adiabatic index < of the source material (see Table 1).
For example, the inferred yield is only 74% of the actual yield at 0.1 scaled ms when v is
reduced from 1.4 to 1.2. For ideal gas sources, the inferred yield is nearly independent of
source mass. This result is expected since, for such a source, the pressure is independent
of the mass density. We obtain similar results for explosions in wet tuff.

For an aluminum source, changing the source mass from 10 to 1 Mg increases the
inferred yield by nearly 6%. Similar results were obtained by Moran & Goldwire (1990)
for explosions with an iron gas source in rhyolite.

1.4. Energy remaining in the source region

RVT data are sensitive only to the fraction of the yield that has been converted from
internal encrgy of the source, where it resides initially, into the shock wave at the time
the radius measurements arc made. We therefore expect that variations in the internal
energy E, remaining in the source region, which are caused by differences in the initial
source radius and the equation of state of the source material, will produce variations in
the inferred yield. (The kinetic energy remaining in the source region at late times is
negligible compared to the internal energy. For example, we find that the internal energy
in the source region of the reference explosion is 7 kt at 1 scaled ms, whereas the kinetic
energy in the source region is less than 4 x 1074 kt.)

To test this hypothesis, we computed Eg at 1 scaled ms for cach explesion by numer-
ically integrating the internal energy pe over the source volume V,. These computations
show that the dependence of the inferred yield on the properties of the source is well ac-
counted for by th: variation in the energy remaining in the source region at the time of
the yield measurement. For example, £, = 7 kt at 1 scaled ms for the reference explo-
sion, whereas for the explosion with source parameters identical to the reference explosion
except that v = 1.2, E; = 26 kt. We thercfore expect the ratio of the apparent yields at
1 scaled ms to be (125 kt — 26 kt)/(125 kt — 7 kt) = 0.84, which is close to the value 0.82
found from cube-root scaling (see Table 1). Similarly, for the explosion with M, = 10 Mg,
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v = 1.2, and R, = 0.5 m, we find E, = 18 kt at 1 scaled ms. We therefore expect the
apparent yield of this explosion at 1 scaled ms to be a fraction 107 kt/118 kt = 0.91 of the
yield of the reference explosion; the fraction found by cube-root scaling is 0.87 (again, see
Table 1).

An approximate expression for the dependence of the inferred yield on the properties
of an ideal-gas source can be derived by considering the adiabatic expansion of the source
from its initially uniform state with volume V,; and pressure P, ;. At sufficiently late
times in our simulations, the source pressure and density are again nearly uniform, and it
is then meaningful to refer to the source pressure P,. At these times

PVI=P,V)=( -)WV7 P, (1)

and hence
P, Ps (‘7 _ l)W

(-7 (-1l P
Morcover, we find empirically that at latc times P, is insensitive to the initial properties
of the source. Using the appropriate value of P, in cquation (2) therefore allows us to
estimate the dependence of E,, and hence the inferred yicld, on the adiabatic index v of
the source material and the initial source volume V; ;. The values of E, at 1 scaled ms
(when P, is approximately 2.2 x 10% Pa) predicted by equation (2) agree with the results
from direct numecrical integration to within 1%.

A (2)

/7
E, |

2. Insensitive Interval

In using RVT data to estimate the yield of an underground nuclear explosion, one
must combine an accurate model of shock wave propagation in the ambient medium with
knowledge of the parameters that characterize the response of the medium to the shock
wave. Since uncertainties in the parameters describing the ambient medium lead to errors
in the estimated yield, it is of interest to find the interval in time (or, equivalently, in
radius) that minimizes the error in the yield due to incomplete or inaccurate knowledge of
the medium.

Empirical evidence from nuclear explosions in silicate rocks at the Nevada Test Site
has shown that the shock front RVT curves from several geologic media are relatively
insensitive to the particular ambient medium, yet fairly sensitive to the yield, during a cer-
tain interval in time. Using a simple model and a limited set of media, we have previously
shown in a first-order analysis (Lamb, Callen, & Sullivan 1989) that this insensitivity is
likely a result of correlations among media properties, particularly the initial density po
and the parameters A and B that describe the high-pressure Hugoniot of a given medium.
These three parameters can be combined to form a characteristic length L and a charac-
teristic time T for each medium. When the logarithmic derivative of L with respect to T
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is a constant (i.e., when L varies with T according to a power law), an insensitive interval
is predicted by the model within the accuracy of the first-order analysis. In actual appli-
cations of hydrodynamic methods of verification, if such an insensitive interval exists, data
from that interval should be given higher weight in any yield estimation algorithm, since
errors resulting from improper characterization of the medium are thereby minimized.

The above analysis suggested a method for predicting the existence of an insensitive
interval for any collection of media: from equation-of-state information, calculate the char-
acteristic length L and characteristic time T for each member of the collection, and check
for a power law relation between L and T. Table 2 lists equation-of-state information for
an improved collection of silicates. As Figure 9 shows, for these media L and T are well
described by the power law relation L = 3.31 7744, confirming our previous results. Simi-
lar equation-of-state information for a collection of carbonate materials is listed in Table 3.
The characteristic times and lengths for these materials are also well fit by a power law
relation, as Figure 10 shows. These latter results suggest that an inscnsitive interval may
also exist for explosions in carbonate materials.

Our previous work (Lamb, Callen, & Sullivan 1989) showed how to find the crossing
point for a pair of RVT curves, and suggested a process for determining an interval in
which the variation in shock front radius would be minimized for explosions of equal yield
in a collection of three or more media. Stated differently, this latter problem consists of
finding the particular interval that minimizes the variation in yield estimates for explosions
of equal yield in a given collection of ambient media. To solve this problem, we must go
beyond the first-order approximation used in our earlier work.

To proceed, we usc the analytical model of Lamb (1987), combined with the simple
linear Hugoniots listed in Tables 2 and 3, to generate shock front RVT curves for 100 kt
explosions in each material in the collections of silicates and carbonates. A more complete
analysis would use piecewise lincar approximations to the Hugoniots (sec Lamb, Callen, &
Sullivan 1992). The resulting RVT curves are shown in Figures 11 and 12. The curves in
cach collection follow cach other relatively closely for a limited interval in time, but diverge
at later times. For silicate materials, this similarity is greatest for times near 0.5 ms; for
the carbonates, the corresponding similarity occurs near 0.8 ms. This convergence of the
RVT curves suggests the optimal interval for yield estimation is near these times.

To determine the optimal interval, we employed the following procedure. We examined
all n, = n,(n, — 1) ordered pairs of RVT curves in a given collection of n,, media at
equally spaced times during the overall interval frcm 0 to 2.32 ms (corresponding to a
scaled time interval of 0.0 to 0.5 scaled ms). The first curve of the pair was assumed to be
a standard with a yield of 100 kt, and cube-root scaling was used to find the yield of the
sccond explosion. Next, the square (AW)? of the difference in yields was computed for
each ordered pair of curves. The differences were then summed over all ordered pairs in
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the collection. This process was repeated for cach time point in the overall interval from
0 to 2.32 ms.

We then used these individual sums to evaluate all possible candidate intervals ¢; <
t < t3. For cach candidate interval, " (AW)?/N was calculated, where the sum was over
all N time points within the candidate interval. If N is treated as an adjustable parameter,
this sum is minimized for N = 1, namely that time for which [AW| was smallest. If instead
the length N of the measurement interval is regarded as fixed, the optimal location of the
interval can be determined. Figures 13 and 14 show the optimal location of the interval as
a function of N. For silicates, these intervals arc roughly centered about 0.5 ms, whereas
for carbonates, the optimal intervals are centered near 0.8 ms. These results are consistent
with the locations of the necks in the RV'T curves shown in Figures T and 12, and suggest
that merely identifying the ambient medium as a silicate or a carbonate can be used to
estimate the optimal interval for yicld estimation.

The procedure just described does not determine a unique optimal interval because
the RVT curves used were gencrated from a model, and thus do not include the errors
and uncertainties that would b+ present in experimental shock-front RVT data. If such
uncertainties were part of the RVT record, the procedure described above would allow
the determination of the optimal length N as well as the optimal location of the interval
for yicld estimation in a given collection of media. To illustrate the procedure, we model
experimental crror by including a sccond term 1, (0W)? /N in the quantity to be minimized,
where W is a characteristic fractional error in the yield. Incorporating this term does not
change the location of the best interval for a given interval length, i.e., the intervals shown
in Figures 13 and 14 remain the best choices. It does, however, allow a determination of
the optimal interval length, and hence the overall best interval.

We examine the results for several values of the fractional yield error §W. For each
value of 8W, the optimal interval is determined by minimizing the quantity

'pl.‘r (S @wW)? 4 ny(6wy?]

The results for W = 0, 10, 20, 30, 50, 80, and 100 kt are shown for silicates in Figure 15
and for carbonates in Figure 16. For W = 0, the optimal interval has length 0 (N = 1);
that is, the minimum occurs for a single point in time and not an extended interval, as
expected. For 6W > 0, there is an optimal interval of non-zero length, whose size depends
on 8W. For explosi s in silicates, for example, the optimal interval for 8W = 30 kt has
length ~ 0.46 ms, and begins at ¢ ~ 0.33 ms.

CONCLUSIONS

We find that variations in the effective adiabatic index of the source material can
cause the inferred yield of spherically symmetric explosions to vary by as much as 26%
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at 0.1 scaled ms. These variations may be a significant source of uncertainty in hydro-
dynamic yield estimates when the hydrodynamic method is used in a treaty-verification
context, <nce detailed properties of the source are not expected to be available to the
treaty monitoring party. Our results for explosions in granite agree generally with those
of Morar & Goldwire (1990) for explosions in rhyolite. The pressure profiles within the
source region of all the explosions we simulated are very similar at late times. Using this
cmpirical result, we constructed a simple formula for the dependence of the inferred yield
on the effective adiabatic index and the initial radius of an ideal-gas source by considering
the energy that remains trapped in the source region at the time the yield is estimated.
In studying further the issue of an optimal interval for yield estimation, we find that a
simple examination of equation-of-state data can help to determine what interval of shock
front RVT data should be used to minimize the uncertainty in a given hydrodynamic yield
estimate. For the collections of silicates and carbonates examined here, there is an interval
during which yield estimates are relatively insensitive to the medium, yet still sensitive
to the yield. The procedure described in this paper could be improved by replacing the
simple linear Hugoniots used to generate the RVT curves for each medium with more
accurate piecewise-linear Hugoniots. A more accurate statistical analysis would require
detailed simulation of the errors present in experimental RVT curves, the uncertainties in
the properties of the ambicent media and the source, and the correlations present in the

radius vs. time data.
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TABLE 1

Source Paramecters and Inferred Yicld®

Relative Yield

Model M, (Mg) R, (m) EOS® 0.1scaled ms 1.0 scaled ms

1€ 10 1.0 14 1.00 1.00
2 1 1.0 1.4 0.99 1.01
3 10 0.5 1.4 1.01 0.99
4 1 0.5 14 1.00 0.99
) 10 1.0 1.2 0.74 0.82
6 1 1.0 1.2 0.74 0.83
7 10 0.5 1.2 0.81 0.86
8 1 0.5 1.2 0.82 0.87
9 10 1.0 Al 0.95 0.94
10 1 1.0 Al 1.04 0.99
11 10 0.5 Al 0.98 0.95
12 1 0.5 Al 1.00 0.98

2 For all cases, the ambicnt medium was granite.

b Numerical values are adiabatic indices for ideal gas; Al indicates aluminum
EOS table from S-CUBED Corp.

¢ Reference calculation
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TABLE 2

Silicate Equations of State®

Rock po (kgm™3) A (kms~!) B Reference

Westerly granite 2627 2.103 1.629 McQucen et al. [1967]

Weathered granite 2631 2.66 1.49  Abhrens et al. [1991]

Granite 2600 3.75 1.28  Trunin et al. [1988]

Biotite-chlorite granite 2680 2.22 1.63  van Thiel [1977]

Quartz (high u) 2650 4659  1.226 Trunin et al [1971a),
Al'tshuler et al. [1977]

Fused quartz 2200 1.143 1.603 Wackerle [1962],
Jones et al. [1968],
Trunin et al. [1971b]

Vacaville basalt 2860 2.31 1.615 Jones ct al. [1968]

Tuff 2740 2.69 1.556  Trunin et al. [1988]

Wet tuff 2200 3.0 1.11 Bass [1966]

Dry tuff 1600 0.4 1.3 Bass [1966]

Dry alluvium 1780 1 1.4 Perret and Bass [1975)

%The quantities pg, A, and B are the unshocked density and the parameters in the Hugoniot

D = A + Bu.
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TABLE 3

Carbonate Equations of State?

Rock po (kgm™3) A(kms~!) B  Reference

Polycrystalline calcite 2665 3.70 1.44  Kalashnikov et al. [1973]
Polycrystalline calcite 2020 1.74 1.61  Kalashnikov et al. [1973]
Polycrystalline calcite 1705 1.15 1.60  Kalashnikov et al. [1973]
Dover chalk 1400 0.67 1.60 Tyburczy & Ahrens [1986]
Solenhofen limestone 2620 3.269 1.796 Tyburczy & Ahrens [1986]
Solenhofen limestone 2585 3.62 1.39  van Thiel [1977]

Kaibab limestone 2220 1.89 1.597 Jones et al. [1968]
Dolomite 2703 3.99 1.32  Adadurov et al. [1961]
Dolomite 2840 4.99 1.24  Trunin et al. [1988]
Aragonite 2930 5.02 1.30  Vizgirda & Ahrens [1982]

®The quantities po, A, and B are the unshocked density and the parameters in the Hugoniot

D = A+ Bu.
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